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Temperature Response of a 
Heated Cylinder Subject to Side 
Cooling: Asymptotic and 
Numerical Solutions 
The temperature response of a cylinder, subject to heat input at one end and heat 
loss from its side by radiation and natural convection, is studied analytically and 
numerically. A singular perturbation expansion gives the limiting case of large heat 
flux. The governing equations for arbitrary heat flux are solved numerically. The 
results of this investigation are useful for application to the microelectronic inter
connection process using the ball bonding technique. 

1 Introduction 

Many problems of practical interest deal with a solid body, 
subject to a heat flux input at one end and heat loss through 
natural convection and radiation from the surface. For ex
ample, microelectronic interconnection by the ball bonding 
process involves ball formation by heating a thin wire on its 
bottom face using a heat source, usually an electrical discharge 
(Onuki et al., 1984). During heating, the temperature of the 
material increases from an initial value to the melting tem
perature. The transfer process in this situation is nonlinear. 

For a summary of many steady and transient problems deal
ing with the combined modes of heat transfer that arise in 
similar situations, Siegel and Howell (1981) may be consulted. 
The temperature response of one-dimensional solid bodies has 
received considerable attention. Most often, two types of base 
temperature boundary conditions have been considered, viz., 
a constant temperature and a periodic variation. Several nu
merical solutions have also been found. Duffy (1985) obtained 
analytical and numerical solutions to the problem of the tem
perature response of a sphere with a directed heat flux. The 
temperature response of a two-dimensional circular fin, subject 
to a constant heat transfer coefficient on the sides, was ana
lyzed by Chu et al. (1983). The finite element solution of heat 
conduction with the radiative boundary condition was treated 
through a simple iteration and the Gauss-Seidel method by 
Reddy and Sharan (1985), through a mixed explicit/implicit 
time integration technique by Zhang et al. (1986), and for 
temperature-dependent thermal conductivity by Reddy and 
Sharan (1986). 

In this paper, we are concerned with the temperature re
sponse of a cylinder, subject to heat input at one end and heat 
loss from its side by radiation and natural convection. The 
role of natural convection and radiation at the surface, the 
aspect ratio (the ratio of wire radius to its length), and the 
variation of heat input are investigated. The time taken to 
reach melting temperature has been determined as a function 
of these parameters. Temperature response curves are pre
sented for some representative cases; asymptotic solutions are 
presented for the limiting case of large heat flux. For large 
heat flux, the solutions are independent of aspect ratio. 

The equations for the full formulation have also been solved 
numerically. Comparisons are made with the asymptotic so
lutions to outline their range of validity and as a check on the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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numerical solution. The lack of relevant experimental data 
precludes comparison. 

2 Model 

2.1 Governing Equations and Initial and Boundary Con
ditions. Consider a homogeneous solid circular cylinder, in
itially at a uniform, constant temperature equal to that of the 
ambient (see Fig. 1). At time t' = 0, a uniform and constant 
heat flux q„ is applied to its bottom face. The cylinder loses 
heat from its side through natural convection and radiation. 
The radiative cooling process is nonlinear. In the calculations, 
the thermophysical properties of the cylinder have been eval
uated at a reference temperature, which is the average of the 
ambient and the melting temperature. 

2.2 Small Aspect Ratio Problem. When the cylinder ra
dius is much smaller than its length, conduction is mainly due 
to the temperature gradient along the axial direction (see Fig. 
1). The heat conduction equation and initial and boundary 
conditions are 

dz'2 kr0
U Ia) kr0

(1 la>} adt' W 

with 
dT 

T(z',Q) = 7^; — 
dz> 

„ 3T 
, = 0; — 

(o,( ) oz = q~t (2) 
(L.t') k 

where T is the cross-sectionally averaged temperature and the 
cylinder is assumed to radiate as a gray body. 

These equations are rendered dimensionless using the fol
lowing definitions: 6 = (T- T^)/TR, TR = {Tm - Ta), z = 
z'/L, t = at'/L2, so that equations (1) and (2) become 

with 

where 

d2e 
dz2 

6(z, 0) 

A 

c, = 

Q 

= 0 ; 

L ' 

2 

k 
ka 

A2 
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dd 
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From a formal dimensional analysis, it can be shown that 
6, z, t, A, q, Nu, k/ka, 0, and ear0TR/ka are the pertinent 

dimensionless quantities for the problem 

2.3 Finite Aspect Ratio Problem. When the radius of the 
cylinder is of the same order of magnitude as its length, the 
aspect ratio is finite and the temperature field in the cylinder 
is two dimensional. The nondimensional conduction equation, 
initial and boundary conditions are 

r dr 

30 A,326 de_ 

dt 

with 

dd 

dr (hz.i) 

9(r, z, 0) = 0 

\6(r,z, i)\ < oo 

= [D, Nu + D2 NR (6)) 6 
(i.z.i) 

where 

dd 

dz 

dd 

dz 

A 
r 

D2 = 

} 

= 0 
<r,0, / ) 

= q 
(r, 1, ') 

= (ka/k) 

= r'/r0 

e<r r0 T\/k 

= at'/rl 

Oe) 

(8a) 

(8b) 

(8c) 

(8d) 

3 Asymptotic Solution at the Large Heat Flux 
In the limiting case of large heat flux, the one and two-

dimensional problems, given by equations (3), (4) and (6), (7), 
respectively, admit asymptotic solutions. For the sake of gen
erality, we consider the two-dimensional formulation in this 
limit. 

As q —• oo, equation (7e) cannot be satisfied and the problem 
becomes singular. We divide the solution domain into an outer 
region, in which the solution does not satisfy the boundary 
condition at z = 1, and an inner region, where the boundary 
condition at z = 1 is satisfied upon a rescaling of the variables. 
Such regions also exist at r = 1, as can be demonstrated by 
scaling arguments. The solutions in these regions are matched 

in an intermediate region to the same order in the small pa
rameter (l/q). 

Let u and v denote inner and outer solutions, respectively. 
The outer region temperature v satisfies equation (6) and the 
boundary condition at z = 0. For the sake of convenience, x 
is introduced as 

x = \-z (9) 

(6) 

(la) 

(lb) 

(7c) 

(Id) and 

Outer Region. The outer region temperature field is de
scribed by 

with 

dv 

dr 

1 d 

r dr 

dv , d2v dv 
+ A2 — = — 

dx2 dt 

v(r, x, 0) = 0 

\v {r, x, t)\ < oo 

(1.x-, /) 
[ A N u + D2NR(v)] v 

( U 1) 

(10) 

(Hfl) 

(lib) 

(He) 

dv 

dx 
= 0 

(/.!.') 
(H<0 

Inner Region. To derive equations for the inner region, 
the variables in equations (6) and (7) have to be rescaled in 
such a way that the resulting equations for the inner region 
can satisfy at least the "lost" boundary condition at z = 1. 
The formal process of scaling has been carried out near both 
r = 0 and r = 1 and near z = 1. Using the principle of maximal 
balance by Kruskal (1963), we arrive at the following scaling 
for the inner region: 

£ = x q and r = t q2 (12) 

We note that time is scaled as the square of the heat flux while 
temperature is not scaled. In developing equation (12), it may 
be demonstrated that, to the leading order, the temperature 
in the inner region does not depend on the radial coordinate 
and therefore the radial variation of temperature is a higher-
order effect. The details of the derivation of equation (12) are 
provided in Appendix A. 

In terms of the rescaled variables u, the inner region tem
perature variable must be O(l). Therefore, the inner expansion 
for temperature, in terms of l/q, can be written as 

M«, r;q) = « 0 « , T) + 0(l/q) (13) 

N o m e n c l a t u r e 

' i i 

A = aspect ratio = r0/L 
C2 = nondimensional quantities, 

see equation (5) 
Du D-, = nondimensional quantities, 

see equation (8) 
convective heat transfer 
coefficient 
thermal conductivity 
length of the cylindrical 
wire 
a function, see equation (5) 
number of grid points in 
the finite difference solution 

Nu = Nusselt number based on 
cylinder radius = hc r0/ka 

prescribed heat flux at the 
bottom face of the cylinder 
nondimensional heat flux = 
q£ L/(k TR) 
radius of the cylinder 

K = 

k 
L 

NR 
N 

Qo = 

r' = 

V = 
t = 

T = 
TR = 

u = 

dimensional radial coordi
nate 
nondimensional radial coor
dinate = r'/r0 

dimensional time 
nondimensional time in 
one-dimensional problem = 
at'/L2 

temperature 
normalization temperature 
= T — T 
inner variable for tempera
ture in high heat flux prob
lem 
outer variable for tempera
ture in high heat flux prob
lem 
1-z 
dimensional axial coordi
nate 
nondimensional axial coor
dinate = z'/L 

a 
(3 

thermal diffusivity 
ratio of ambient to refer
ence temperature = T„/TR 

hemispherical total emissiv-
ity 
nondimensional temperature 
= (T - T„)/TR 

rescaled t = t q2 

Stefan-Boltzmann constant 
rescaled x = x q 

Subscripts 
oo = ambient 
a = properties of ambient gas 

m = at melting temperature 
o = leading order solution 

Superscripts 
' = dimensional quantities 
« = current time level in the nu

merical integration 
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Fig. 1 Schematic diagram of the cylinder 

The temperature response in the inner region is given by the 
substitution of equations (9), (12), and (13) in equations (6) 
and (7): 

3£2 * - . < * - ') (14) 

where T = T A1. 
To the leading order, in the high heat flux limit, the right-

hand side of equation (14) is suppressed; the boundary con
ditions are 

«0tt, 0) = 0 

3£ J (o,r) 

(15«) 

(15ft) 

Equations (14) and (15) state that for large heat fluxes, the 
temperature in the inner region behaves similarly to the heat 
conduction within a semi-infinite region that is initially at zero 
temperature and then is suddenly subjected to a constant heat 
input at its surface. 

When a cylinder is heated on its bottom face and loses heat 

from the side by natural convection and radiation, the depth 
of penetration of the heating effect is small and the associated 
heat loss is negligible for high values of heat input. Because 
of this, the heatup of the cylinder at high heat fluxes closely 
follows that of a semi-infinite medium. This is formally dem
onstrated from an asymptotic analysis presented above without 
an a priori assumption about the amount of side heat loss and 
the depth of penetration of the heating on the bottom face. 

Upon finding u0 and v0, both solutions have an arbitrary 
constant that may be determined by matching u and v in their 
overlap. From equations (14) and (15), the inner solution is 
given by the error function, which decays exponentially as its 

argument £/(2v r) tends to infinity. Therefore, the outer so
lution for temperature must also tend to zero as x tends to 

The solution to equations (14) and (15) is 

H0(£, r) = 2\fr7^ e~S2/4T - £ trf^/l-sfr) (16) 

where erfc {£./(2\j T)) is the complementary error function. 
As the bottom face has the highest temperature, melting begins 
at £ = 0 when 0 = 1 . Thus we obtain the nondimensional 
time T,„ as 

ir/4 (17) 

This simple and useful result shows that the time taken to reach 
melting temperature, T„,, is a constant to the leading order. 
The corresponding dimensional time taken to reach melting 
temperature, t'm, is derived from equation (17) for high heat 
flux q'g, as 

7T k PC (Tn-Tj* 
t' 

4q'i2 (18) 

The temperature on the bottom face of the cylinder is derived 

from equation (16) and equals u0(fl, t) = 2qyJ (t/v). 
Since the above solutions have been derived for a two-

dimensional problem, they also describe qualitatively the small 
aspect ratio case. Thus in the large heat flux limit, the time 
taken to reach melting temperature is also constant indepen
dent of the aspect ratio. A rigorous analysis of the small aspect 
ratio problem confirms this finding. 

4 Numerical Solutions 

The asymptotic solutions are valid in the limit of large heat 
flux where they give leading order solutions to the problem. 
However, for moderate heat fluxes, equations (3) and (4) for 
the one-dimensional cases and equations (6) and (7) for the 
two-dimensional cases must be solved numerically. 

4.1 Small Aspect Ratio Problem. Equations (3) and (4) 
are solved by using central differences (second-order accurate) 
for the spatial derivatives and an implicit time differencing 
scheme. The resulting nonlinear, simultaneous, algebraic equa
tions are 

"i-i , Zl±l , Zi 
Az2 Az2 At 

Jj + Jt+ C,Nu + C2NRm et = 0 

for 1 < / < N 

20, 0 T 1 

(19a) 

<?i 

for / = 1 (19*) 
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«Jtr A x iJOJ 

20 nn- 1 
N~\ aN 

AZ2 At 

z^+ it+ Ci Nu + Ci NR (6N) 

for / = N 

lq_ 
Az 

(19c) 
In equations (19) the superscript (n — 1) denotes values at the 
previous (already solved) time level while n denotes the solution 
at the next time step. Equations (19) have been solved using 
the Newton-Raphson method and Thomas algorithm (see, for 
example, Carnahan et al., 1969). 

4.2 Finite Aspect Ratio Problem. Equations (6) and (7), 
which describe the two-dimensional problem, are solved using 
central differences for spatial derivatives and an implicit time 
integration scheme. The discretization involves five spatial 
points and the resulting coefficient matrix is no longer tridi-
agonal. Furthermore, discretization at the r - 1 boundary 
gives rise to nonlinear equations. The algebraic equations are 
cumbersome and will not be reproduced here. This system of 
algebraic equations is solved using a line-by-line method, along 
with the Newton-Raphson scheme and Thomas algorithm. 
Appendix B provides details of the method of solution. 

5 Results and Discussion 
Numerical computations have been carried out for aspect 

ratios A from 0.001 to 10 and for nondimensional heat flux 
values q in the range from 0.5 to 1500. For ball formation in 
the microelectronic interconnection processes, aspect ratios of 
0.001-0.05 and heat flux values in the range from 7 to 700 are 
typical. For an aluminum wire 2 mils in diameter (r0 = 2.54 
X 10-5 m), this range of heat input would correspond to 0.02-
2 milli-Joules with corresponding heat flux values of 107-109 

W/m2. In all the numerical computations, steady-state natural 
convection heat transfer correlations from Hama et al. (1959) 
and Churchill and Usagi (1972) have been employed at each 
instant of time during the integration. At large heat fluxes, 
the heat loss from the side is a higher-order effect, while at 
intermediate heat fluxes the transient lasts long enough to 
justify the use of steady-state correlations. The ambient fluid 
is taken to be air at 300 K. Total hemispherical emissivity 
values for gold, aluminum (polished and oxidized), and stain
less steel (AISI 304) are from Touloukian and Ho (1972). In 
the numerical solutions, grid size and time steps were varied 
until two successive calculations agreed within a prescribed 
accuracy. Typically 501 to 8001 grid points are used for the 
small aspect ratio formulation (one-dimensional—along the 
axis of the cylinder). For the two-dimensional formulation the 
grid size is 51 x 51 when A = 2 and q = 1. In general the grid 
size is increased with increase in q for both the formulations. 
The nonlinear algebraic equations and the two-dimensional 
finite difference equations were iteratively solved until the dif
ference between two successive iterations agreed within a pre
scribed limit. This accuracy is set at 10"~6 during the earlier 
part of the transient and is never allowed to exceed 0.01. The 
number of iterations required to obtain a converged solution 
varied from 10 to approximately 40 depending upon the q 
value. 

Figure 2(a) shows the dependence of time taken for melting 
to start, /,„, on q for various aspect ratios. The solid line is 
the leading order asymptotic solution (equation (17)). For the 
high q limit the agreement between the numerical and analytical 
results is excellent. It can be concluded in this limit that /,„ 
varies inversely as the square of nondimensional heat flux q, 
independent of the aspect ratio, and is given by ir/{4 q2). For 
smaller values of q, tm becomes dependent upon the aspect 
ratio. 

Figure 2(b) shows a comparison between the numerical and 
analytical results for rm ( = tm q2) as a function of q, for an 

J 10"' 

10 2*10" 10' 10' 10° 10* 

q=q;wfk (Tm-T„)] 

Fig. 2(a) Nondimensional time taken to reach the melting temperature, 
tm, versus nondimensional heat flux q for varous aspect ratios 
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Fig. 2(b) Rescaled nondimensional time taken to reach melting tem
perature, rm, versus nondimensional heat flux q for various aspect ratios 

intermediate range of values of q, i.e., q = O(l). The asymp
totic solution (solid line) shows that rm is constant, and this 
is valid at high values of q. Below a certain heat flux, denoted 
by <7*> Tm becomes a function of q, and q* is a function of A 
in addition to other parameters, such as emissivity, the nature 
of the ambient gas (convection effects), etc. This is evident 
from Fig. 2(b) for A = 0.5 and 2.0, and q < 5. 

Radial temperature profiles on the bottom face (where the 
heating is occurring) are shown as a function of the heat flux 
in Fig. 3. The instant of time is such that melting has just been 
initiated at the center of the bottom face (t = tm and 6=1). 
Note that for smaller q values, the variations in the radial 
direction may not be ignored in calculating the melt times. 
Clearly, for large q values, the solution becomes independent 
of the radial coordinate and coincides with the asymptotic 
limit. 

To assess the role played by the radiative loss mechanism, 
we now consider the effect of the emissivity on the temporal 
variation of the temperature at the center of the base of the 
cylinder (where melting may be initiated) for fixed q, aspect 
ratio A, and ambient conditions (i.e., fixed effect of natural 
convection). Figure 4 shows that for a larger emissivity, e = 
0.5 (typical of oxidized metal surfaces), the radiative heat loss 
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Fig. 3 Temperature variation along the base of the cylinder at the be
ginning of melting for q = 0.5, 1, 3, 5, 100; A = 2 and c = 0.5 
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Fig. 5 Effect of aspect ratio on the temperature response at the center 
of the bottom face at q = 1, c = 0.5, and A = 0.5, 2 

t = a t ' /L 2 

Fig. 4 Effect of surface emissivity on the temperature response at the 
center of the bottom face at q = 1, A = 0.5, and e = 0.04, 0.5 

is sufficiently large that heat conduction removes enough heat 
so that no melting is possible. With decreasing emissivity (for 
example, e = 0.04 for a polished aluminum surface), the wire 
begins to melt at / = tm (= 2.886). 

The effects of variation in aspect ratio on the temporal 
variation of the temperature at the center of the base of the 
rod for a given q, e, and ambient conditions are shown in Fig. 
5. At a small enough aspect ratio (A = r0/L), conduction may 
be dominant and a steady-state situation may be attained {A 
= 0.5). Alternatively, at a higher aspect ratio (A = 2—thick 
cylinder with a larger base), the heat input may be sufficient 
to cause melting eventually. 

The effect of the variation in the natural convection heat 
transfer coefficient has not been investigated separately be
cause it is expected to be negligible for the ambient gases (air 
and argon, and for that matter for all substances that could 
be treated as ideal gases) used in the ball bonding process. 

The quantitative results obtained in this study are useful to 
the industry. More information in this regard is available in 
the doctoral dissertation by Ramakrishna (1989). 

6 Conclusions 
For a solid cylinder subject to a high heat flux at the bottom, 

which loses heat by radiation and natural convection from its 
sides, the dimensionless scaled time taken to reach melting 
temperature, rm, is constant and equals x/4. At lower values 
of the input heat flux the wire may reach steady state depending 
on the surface loss characteristics and aspect ratio r0/L, The 
time taken to reach melting in these latter cases has to be 
ascertained by numerically solving the resulting nonlinear con
duction problem. In this paper the time required to initiate 
melting has been found to depend upon certain nondimensional 
quantities. Manufacturing industries, and in particular mi
croelectronic interconnection using ball bonding, will benefit 
from this study. The results of the study are also of interest 
to the general field of nonlinear heat conduction. 
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A P P E N D I X A 

Derivation of Scaling for the Finite Aspect Ratio Prob
lem in the Large Heat Flux Limit 

In this Appendix, the scaling for the transient heat conduc
tion equation (6) is derived. First we will consider a region 
near r = 0 and x = 0, and then near r = 1 and x = 0. 

1 Near r = 0. Let 

€ = xq°l ; Pl = r<f*\ T = l<f* ; ^ = mf* (Al) 

Substituting equations (Al) and (9) into equation (6) we have 

(2a2-a4) IA ( M \ 
Pi 3p, V ' dpi ) 

(A2) 

In order to retain the maximum number of terms in equation 
(A2), with a minimum of the term(s) representing the boundary 
condition(s) following Kruskal (1963), we obtain 

2 a2 — «4 = 2 «! — a4 = a3 — a4 (A3) 

From the initial condition, we arrive at a4 = 0, from equation 
(7e) a{ = 1, from equation (A3) a2 = 1, a3 = 2, and d\p/dpj 
- 0 at p; = 0. The solution in this region, near r = 0, should 
match with the outer region solution as p,- — oo and it cannot 
satisfy the boundary condition at r = 1. 

2. Nearr = 1. An analysis similar to that above is carried 
out by defining 

xq 01 Po= (\-r)qn\ T = tq*\ + = u (A4) ft. 

Substitution of these relationships into the governing equation 
for the inner region results in: 

202d¥ 
/ dpi 

- [qV* + p0 + o(l)] ff- + A2 q 
dPc a?2 

= 9* dr 
(A5) 

We can retain the maximum number of terms in equation 
(A5) by choosing: 

2 ft = 2 ft = ft (A6) 

From the heat input condition at x = 0, we have ft = 1 and, 
then, from equation (A6) we obtain ft = 1 and ft = 2. 
Equation (A5) becomes: 

Mo + H2
 9T 

+ Po Q'2 + o(q~2) 

and the radial heat loss condition is 
df>o 

(A7) 

dty 

dp0 P„ = O 
[A Nu + D2 NR MM 

Po = ° 

(A8) 

As seen from equation (A8), the radial heat loss from the 
side of the wire does not appear as a leading order term as q 
—• oo. We also note that the initial condition does not give rise 
to any radial dependence. For these reasons, we can conclude 
that the radial dependence near r - 1 is also a higher-order 
effect and the leading order temperature response near the 
base of the cylinder is governed by equations (12) and (14). 
These equations can also be derived beginning with the one-
dimensional formulation, equations (3) and (4). 

A P P E N D I X B 

Details of Finite Difference Solution of the Nonlinear 
Conduction Equation 

1 Two-Dimensional Problem: The finite difference form 
of equations (6) and (7) can be arranged in the form 

ai,j-l 6i.J-l + ai,jQi,j + ai,j+l Qi,j+1 

+ a,. + a,. At 
ui-l,j "i-l,j "•" "i+l,j "i+l,J ~ 

for 2 < i < M- 1 and 1 < j < N 

At r = 1, i.e., i = M 

fj(ff) S OM,j-i ®MJ-i + aM,j ®M,j + aM,j+l 8M,J+\ 

+ aM-l,j "M-\,j + 
At 

(Bl) 

(B2) 

The Newton-Raphson form of equation (B2) is 

Fj_, A0M,j_, + Fj A6M,j + Fj+X A9Mi j+, = fj (»<«) (B3) 

where 

t {6M,I> 0M,2> • • • > QMJ> • • • > 6M,N)T (B4) 

k = most recent known iteration level 
0<*+i) = 0 « - Ad 

Fj-m = _ JJ Vj 
30 MJ-l 

Fj{§) = & 

and 

Fj+ffl = 

(B5) 

(B6) 

(B7) 

(B8) 
In the above equations the subscript / is along the radial 

direction andy is along the axial direction. For the purpose of 
sweeping the line-by-line method in the radial direction, equa
tion (Bl) is rewritten as 

ai,j-l 9iJ-l + aiJ + Ol,J + ai,j+l OiJ+l 

where the superscript ( refers to the current (known) level in 
the line-by-line method for interior radial locations. 

2 One-Dimensional Problem. For the one-dimensional 
problem the finite difference form of equations (3) and (4) is 

f/g) - J H « H + bjOj + b 7+1 °j+i 
LL. 

At 
= 0 (BIO) 

These equations have the same form as equations (B2) and 
are solved by the Newton-Raphson and Thomas algorithms. 
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Numerical and Analytical Solutions 
for Two-Dimensional Gas 
Distribution in Gas-Loaded 
Heat Pipes 
This work presents a two-dimensional axisymmetric diffusion model for the non-
condensable gas distribution in gas-loaded heat pipes and thermosyphons. The new 
model, based on an integral analysis, has major advantages over existing, computa
tionally time consuming, two-dimensional models. It has equal accuracy while using 
only the computational effort required for the cruder one-dimensional model, and 
also includes the effects of wall conduction and spatial variation of the condenser 
heat transfer coefficient. To simplify design calculations further an analytic two-
dimensional solution is established, which gives excellent results over a wide range of 
parameters. 

Introduction 

Properly designed gas-loaded heat pipes and ther
mosyphons can remove heat at varying rates and yet maintain 
the cooled equipment at a virtually constant temperature. 
These devices control the cooling rate by using a nonconden-
sable gas to shut off a varying portion of the condenser (Fig. 
1). Increased evaporator power raises the system pressure, 
which compresses the gas plug. This exposes more condenser 
surface, moderating the evaporator temperature change. The 
design and performance evaluation of these devices can be ap
proached at three levels of sophistication and accuracy, rang
ing from complex numerical models to analytic approxima
tions to the simple flat-front model. This paper makes im
provements at each of these levels, in addition to investigating 
the potentially substantial changes in the shutoff length that 
occur when radiation or natural convection is the condenser 
cooling mechanism. 

At the lowest level the flat-front model assumes a sharp in
terface between the gas and vapor regions. Since it provides a 
simple means for calculating the evaporator temperature and 
heat load, this model is commonly applied in initial design 
calculations and in dynamic models (Dunn and Reay, 1982). 
In practice deviations from this ideal "flat front" occur due to 
diffusion, natural convection, and axial conduction through 
the wall. In many cases the flat-front assumption results in 
gross errors. To determine how real devices deviate from flat-
front behavior, this analysis derives four simple parameters 
that characterize diffusive transport, axial wall conduction, 
the condenser/evaporator temperature difference, and the 
working fluid saturation pressure. It then presents a 
parametric study showing when and by how much the flat-
front model errs. 

At the highest level numerical models account for diffusive 
transport in the gas/vapor interface region. They neglect 
natural convection, which can distort the gas distribution 
(Peterson and Tien, 1988). The widely used model developed 
by Edwards and Marcus (1972) assumes a one-dimensional 
(1-D) distribution of gas and is relatively simple, but since it 
neglects the multidimensional distribution and radial diffusion 
of the noncondensable gas, it can underpredict the length shut 
off to condensation and the evaporator temperature, espe
cially when axial wall conduction is small. Hijikata et al. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
29, 1988. Keywords: Condensation, Heat Pipes and Thermosyphons, Mass 
Transfer, Multiphase Flows. 

(1984) and Rohani and Tien (1973) allowed for two-
dimensional (2-D) axisymmetric gas distribution, but both 
models are computationally time consuming and cannot be 
applied to devices where axial wall conduction is important. 
None of the works investigate the effects of the temperature 
dependence of the condenser heat transfer coefficient when 
radiation or natural convection is the cooling mechanism. To 
remedy these difficulties, this paper combines the best features 
of the existing 1-D and 2-D axisymmetric models by using the 
integral technique to reduce the 2-D governing equations. This 
numerical integral model agrees excellently with both exact 
2-D numerical results and experimental gas-concentration 
measurements. 

At an intermediate level of accuracy, many applications, 
such as multinode calculations for satellites, require an 
analytical formulation since numerical models are too time 
consuming. Bobco (1987) developed a simplified analytic for
mulation that replaces the condensation rate with an arbitrary 
heat flux, requiring the introduction of empirical constants. 
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This paper derives a new analytic solution for the temperature 
profile that requires no empirical constants and yet is accurate 
over a wide range of parameters. 

Two-Dimensional Formulation 

This two-dimensional axisymmetric diffusion model is 
based on work by Hijikata et al. (1984). Use of the integral 
technique both simplifies the equations and allows the inclu
sion of axial wall conduction. Since the gas and vapor 
molecular weights can be different, the molar density is 
assumed constant in the species conservation equation, instead 
of their assumption of constant mass density. Additional 
assumptions used are steady-state diffusion with no natural 
convection inside the device, and negligible energy transport 
due to vapor temperature gradients. Because energy transport 
in the vapor phase by conduction and convection of sensible 
heat is neglected, overall energy conservation requires the use 
of constant latent heat. The analysis is simplified by 
evaluating the diffusion coefficient at the average of the con
denser and evaporator temperatures. 

Application of Fick's law of diffusion to the gas molar flow 
vector c yields 

c =cx,V-c£>Vx„ (1) 

where V is the average molar velocity vector, xg the gas molar 
fraction, c the molar density, and D the mass diffusivity. If the 
gas remains stationary (i.e., no natural convection), cg = 0 and 
equation (1) becomes 

V = Z>V(hug (2) 

For steady state and constant molar density, V -V = 0, there 
follows 

V2(lro-g) = 0 (3) 

Energy conservation requires that the heat gained from con
densation equal the heat lost via convection, radiation, and 
axial conduction along the pipe wall 

. /d(Inx,)\ , irn kA cPTj 
vCeD ( _ - J - ) r_r = hl(J* -TC)-—-^L (4) hfgM, 

2-wr, dz2 

where 77 is the interface temperature, Tc the cooling-medium 
temperature, M„ the vapor molecular weight, hSg the latent 
heat of evaporation, r the radial coordinate, and z the axial 

coordinate measured from the top of the condenser. This ex
pression implicitly incorporates the assumption of Edwards 
and Marcus (1972) that the second derivative of the wall 
temperature equals that of the interface temperature. The heat 
transfer coefficient h-, is based on the liquid/vapor surface 
area, not the outside tube area, and includes radiation, exter
nal convection, wick/wall structure, and internal film thermal 
resistances. When radiation or natural convection provides 
cooling, the temperature dependence of the heat transfer coef
ficient becomes important, since ht may vary by more than an 
order of magnitude over the length of the condenser. The total 
axial conductance kA = LkjAj includes the wall, liquid, and 
wick conductances. 

The associated boundary conditions, in addition to equa
tion (4), are 

a tz = 0: u = Oord(lnxg)/dz = 0; dTj/dz = 0 (5) 

asz-oo-.Xg-O; dTj/dz-0 (6) 

at/• = (): u = 0ord(\wcg)/dr = 0 (7) 

In practice the z— o° boundary condition is met at finite z, and 
thus imposes no restrictions on analysis of finite devices. The 
interface temperature and composition are related by the 
Clausius-Clapeyron equation, 

at r = r,: xg = 1 - exp(7 . ( l - 77/77)) (8) 

where TJ is the saturation temperature of the pure vapor. Use 
of T« = {\-Ts

e/Tc)-
l\n(Ps

c/P
s
e), rather than an expression 

based on hfg, provides the best fit between 77 and Tc for the 
saturation pressure P1 and thus for the mole fraction. The 
quantity of noncondensable gas in the heat pipe is 

Nc 
Jo Jo 

cg2irrdrdz (9) 

where cg is the local molar density of the gas. Division by 
ccirrf provides a relation between the gas inventory and the 
condenser geometry 

Lg = 2 j " jo
r '(c //cc)(x,)(r/r /)d(r//- /)& (10) 

where Lg is the length the gas would occupy if all the gas were 
restricted to the top of the condenser at the cooling-medium 
temperature. The function c{/cc is the ratio of the molar densi
ty at the local interface temperature T] to the total molar den-

N o m e n c l a t u r e 

B 

c 
c 

D 
E 

F = 

hA = 

H = 

kA = 

function defined by equation 
(23) M = 
nondimensional condensation Ng = 
rate, equation (23) 
molar density, kmol/m3 P = 
net-molar-flux vector, r = 
kmol/m2 s q = 
mass diffusivity, m2 /s Q* = 
diffusion parameter 
= (ceMvDhfg)/(h{Te T = 
-Tc)n) T. = 
transformed mole frac
tion = E In xg u = 
heat transfer coefficient, v = 
W/m2K V = 
latent heat of vaporization, 
J/kg W = 
heat transfer correction func
tion, equations (14) and (15) x = 
sum of axial conduc- z = 
tomces = LkjAj, Wm/K 6 = 
gas-inventory length, equa
tion (10), m 

molecular weight, kg/kmol 
moles of noncondensable 
gas, kmol 
absolute pressure, Pa 
radial coordinate, m 
evaporator power input, W 
length shut off to condensa
tion, equation (21) 
absolute temperature, K 
constant = (l-T5

e/Tc)-
1ln(Ps

c/ 

PI) 
radial molar velocity, m/s 
axial molar velocity, m/s 
molar average velocity vec
tor, m/s 
wall conduction 
parameter = kA/2irr]h 
mole fraction 
axial coordinate, m 
dimensionless wall 
temperature = (77 - Tc)/ 

Bc = dimensionless 
temperature = Tc/(Te - Tc) 

J = natural-convection constant, 
equation (15) 

0 = ^ - 2 ^ 6 1 

Subscripts 

ad 

c 
e 

ff 
8 
i 

L 
max 

V 

— 

= 
= 
= 
= 
= 

= 
= 
= 

condenser/adiabatic transi
tion point 
cooling-medium temperature 
evaporator 
flat front 
noncondensable gas 
interface between vapor and 
liquid/wick structure 
position where 6=1 
maximum 
vapor 

Superscripts 

s = saturation 
* = nondimensional quantity 

Journal of Heat Transfer AUGUST 1989, Vol. 111/599 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sity at the cooling-medium temperature Tc. For an ideal gas 
Cj/cc= Tc/Tj, while Edwards and Marcus (1972) recommend
ed a polynomial in 77. 

The equations are nondimensionalized as follows: 

r* = r/r, 0 = (.T*,-Tc)/{T*-Tc) 

E={.ceMvDhfg)/{h(Te-Tc)rr) 

Z*=z/ri BC = TC = TC/{J\-TC) F=E\roci (11) 

Q'g = Zaa/r, - q/2vr}h{T'e ~TC) H= h,/h 

L* = Le/i-i=Ng/ccirrj W=lcA/2irr]h 

where zad is the distance to the end of the condenser. In non-
dimensional form and axisymmetric cylindrical coordinates, 
the governing equation, equation (3), becomes 

1 

\ dr* I 
d2F 

.+ r- = 0 
r" dr* \ dr* / dz 

(12) 

where F is the transformed mole fraction and r* and z* are the 
nondimensional radial and axial coordinates. The energy 
balance, equation (4), becomes 

( — ) -
\dr* //•• = ! 

H6-W-
cfle 

dz* 
(13) 

where d is the nondimensional interface temperature and W 
the wall-conduction parameter. The heat-transfer function, 
H=h,/h, is the ratio of the local heat transfer coefficient to 
the coefficient in the region where 0 = 1 . For forced convec
tion, H= 1. For radiation, 

H=- — £ SL (14) 

since the heat flux is proportional to the difference of the 
fourth powers of the wall and ambient temperatures. For 
natural convection in the horizontal orientation the heat 
transfer function takes the form 

# = ( l + { 0 1 / 4 ) / ( l + 8 (15) 

where £ can be evaluated from standard natural-convection 
correlations (Churchill and Chu, 1975). 

The boundary conditions, in addition to equation (13), are 

dF 
a t z * = 0 : 

asz*—-oo: 

at r*=0: 

with the constraint 

at/•* = !: 

dz* = U ; 

F-~ — 00; 

a F=o 
dr* 

expCF/£)= 

dd/dz*=0 (16) 

d8/dz*-0 (17) 

(18) 

=i-exp(r*(U})) (i9) 

where E is the diffusion parameter. 
Since the first boundary condition given by equation (17) is 

indeterminate, the above equations possess infinitely many 
solutions. Only one of them will satisfy the total gas inven
tory. The gas-inventory length, equation (10), becomes 

Ll = l \ f (\+0/Bc)~
ltxp{F/E)r*dr*dz* (20) 

using the nondimensional ideal-gas relation for c-,/cc. The 
length effectively shut off to condensation by this quantity of 
gas is 

o(l-HO)dz* (21) 

Figure 2 illustrates the significance of L* and Q* The length 
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Fig. 2 Illustration of relationship of L*, L* ,f, and Q* with the 
temperature and interface mole fraction profiles' 

that would be shut off if there were a flat front, L*jf = L*/ 
xg,max> is a^ s o shown. The maximum concentration of gas 
present, xgmax, can be found by setting Tsj = Tc in equation 
(8). 

When the axial wall conduction is negligible, W^0, the 
problem can be solved numerically. Using the iterative method 
of Hijikata et al. (1984), a central-finite-difference scheme can 
be applied to solve the governing equation. Their method con
verges quickly for smaller values of E, but as E increases pro
gressively coarser grids are required to achieve convergence. 
Coarser grids decrease the accuracy of the solution, and thus 
limit the range of E for which solutions can be found. 

The numerical difficulty of the unbounded boundary condi
tion is handled by the same method used for the unmodified 
model of Hijikata et al. (1984). They discuss how the 
temperature 6 becomes constant and equal to one when z* is 
large, resulting in a parabolic distribution of F in the radial 
direction, 

F=U2 r*2+C(z*) (22) 
where a value of C(z*) is picked at a sufficiently large z* so as 
to give the desired value of L^. 

Integral Formulation 

The above exact 2-D numerical solution scheme has three 
primary difficulties. It is computationally very tedious; it 
becomes unstable for large values of E; and it is only suc
cessful for cases with negligible axial wall conduction. 
However the exact numerical solution is valuable for confirm
ing the accuracy of solutions using the integral technique. To 
apply the integral technique, the parabolic distribution found 
for large z*, equation (22), is assumed to exist over the entire 
range of integration, so that 

F=A(z*) + B(z*)(r*2 -1/2) (23) 

where A and B are functions of z* only. The variable B is a 
nondimensional condensation rate, which approaches a con
stant value B—1/2 as z*-~ °°. The governing equation, equa
tion (12), the energy balance, equation (13), and the 
equilibrium constraint, equation (19), then reduce to 

dPA 
(24) dz* 

Hd-W-

- = - 4 5 

d2B 

dz* 
- = 2B 

A+ 1/2 B = E\n\l-cxp(Tt ^ ^ ) 
L y \ (0 + 0„)/ 

(25) 

(26) 
(0 + 6c). 

The derivation of the 1 - D model assumes .F=J4(Z*), where 
A is a function of z* only, so the concentration profiles are 
flat rather than parabolic. Thus the function B(z) is eliminated 
and the resulting 1-D formulation is 
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cPA cPd 
-= -2H6 + 2W-dz* dz* 

(9-1) ^ = M n [ l - e x p ( r ( _ > ) ] 

(27) 

(28) 

Numerical Solution. Substituting 4> = A-2W6 both eases 
the numerical solution and facilitates the comparison of the 
2-D integral and 1-D models, by reducing equations (24-28) to 
the working equations for the numerical solution 

(2-D, 1-D) —-^-=-2H6 (29) 
dz* 

(2-D) <f> + 2W6-Eln 

1 ( d2d \ 

\ w - d ^ - m ) 

(1-D) 4> + 2Wd-Eln ) - e x p W l ^ r ) ) = 0 

(30) 

(31) 

There are two limiting conditions for which the second 
derivative on the right of equation (30) can be neglected. 
When axial wall conduction W is small, the second derivative 
term is negligibly small compared to the other terms, and the 
1-D and 2-D equations differ by the 6/4 term. When Wis large 
most of the axial energy transport in the interface region is by 
wall conduction rather than diffusion, so 5—0, the right-hand 
side is zero, and thus equations (30) and (31) become identical. 

The appropriate boundary conditions for the working equa
tions are 

(2-D, 1-D) 

(2-D) 

(2-D) 

a t z * = 0 : 
d<t> 

dz* 
= 0 ; 4> = 4>„ 

dd 
a t z * = 0 : - 7 i r = 0 

dz 

asz* — oo: •1 

(32) 

(34) 

(34) 

where </>,„, is an initial value of </> chosen iteratively to give the 
desired L*. The shut-off length becomes 

(2-D) L;=JO"(I+ */*,)-.A[i_„p(_^.)] 

dz* 

(i-D) L;=5;(i + ^c)-[i-exp(r,(-^i-)) 

(35) 

dz* (36) 

Equations (35) and (36) show that the 2-D distribution of the 
gas decreases the effective gas inventory, L*, by a factor 
(l-exp(B/E))E/B. 

At least two of the terms on the left-hand side of equation 
(30) are of much larger magnitude than the second derivative 
on the right. This makes equation (30) stiff and difficult to in
tegrate numerically. However, in the limits of W being small 
or large the right-hand side can be set equal to the limiting 
values of 6/4 or 0, repectively. This reduces the order of the 
equations to two and allows them to be solved with the same 
fourth-order Runge-Kutta routine used to solve the one-
dimensional problem. Elimination of the second derivative 
also automatically satisfies two of the boundary conditions, 
equations (33) and (34), so only two boundary conditions re
main. The value of B used for calculating L* in equation (35) 
is then obtained from equation (25). 

Equations (30) and (31) are not explicit in 6, but a 
Newton-Raphson routine using 6 from the previous step as an 
initial guess converges to within 10~8 in an average of under 
1.1 iterations. This two-equation implicit formulation has 
clear computational advantages over the five-equation explicit 
formulation given by Edwards and Marcus (1972). 

Analytic Solution. As noted by Bobco (1987), the lack of a 
simple analytic model creates perhaps the most serious impedi
ment to the widespread use of variable-conductance heat 
pipes. For this reason Bobco developed a closed-form, implicit 
relation between the heat load, evaporator temperature, and 
condensation-front location. The condensation heat flux was 
replaced with an arbitrary heat flux and the gas inventory was 
evaluated at an average temperature. Unfortunately, this 
method required the determination of two empirical 
parameters, which must be calculated by fitting experimental 
data or numerical results. 

A useful characteristic of the equilibrium constraint, equa
tion (26), permits a simple analytic solution. When E is 
relatively small, the right-hand term of equation (26) is very 
small except when 6 approaches one, at which point the term 
suddenly grows to infinity. This sudden increase causes the 
sharp, almost discontinuous change of slope near 6=1 that is 
characteristic of analytic and experimentally measured 
temperature profiles. For most of the range of integration, it is 
valid to set the right-hand term equal to zero. Then, for the 
constant heat transfer coefficient case, H=l, equations 
(24)-(26) become linear and simple to integrate. The ap
propriate boundary conditions are 

dA d6 
atz* = 0: - ^ - = 0; - ^ r = 0 (37) dz* dz* 

a.tz*>zt: 0 = 1 ; 5 = 0.5 (38) 

where z*L is the position of the end of the gas-loaded zone, 
which can be adjusted to give the desired L* or Q*. Equation 
(38) arises from equation (25), since in the region z*>z£ the 
wall temperature 6 is unity. The resulting temperature and 
condensation-rate expressions for the region 0<z*<z£ are 

1 

B= -2A 

8W-
cosh(^~1 /2z*) cosh(81/2z* 

(39) 
cosh(^- ' / 2 z£) cosh(81/2z!). 

: l/2cosh(81/2z*)/cosh(81/2z2) (40) 

while for z*'Z-Z*L,6 and B constants are given by equation (38). 
The effective length lost to heat transfer and the shutoff length 
are, respectively, 

smh(W-W2z*L) 
Q! = z*L-

1 

(SW-l) 
hw3 

cosh(W-i/2z*L) 

sinh(81/2z2) 
(41) 

(42) 

cosh(81/2z£) 

£'=IoL-f[1-oq,(-T)](1 + ,'+^)" 

For larger z* equation (41) can be reduced by setting the ratios 
of the hyperbolic sines and cosines equal to one. One disad
vantage is that equation (42) for L* cannot be solved 
analytically. However, equation (42) integrates numerically in 
a straightforward and rapid manner to any desired level of ac
curacy. For first-order calculations, the numerical procedure 
could consist of discretization and evaluation at average 
temperatures as Bobco (1987) does. 

Integral Method Validation. As equation (22) indicates, 
the parabolic profile for F assumed for the integral analysis is 
exact at large z*, since the wall temperature 6 is constant. Thus 
the largest deviation from the parabolic profile occurs in 
regions where the slope of 6 is large. Since the greatest slopes 
occur when diffusion and axial wall conduction are small, 
comparison with the exact 2-D numerical model with W=Q 
and smaller values of E provides the most stringent test. The 
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Fig. 3 Variation of F with radius squared for two values of E (left) and 
corresponding comparison isoconcentration profiles (right) 
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Fig. 4 Comparison of integral 2-0 model isoconcentration profiles with 
experimental and exact 2-D numerical results 

left side of Fig. 3 shows numerical results for the variation of 
F with the square of the radius. The fact that the points form 
virtually straight lines validates the parabolic profile assump
tion. The right side of the figure compares the isoconcentra
tion profiles for the exact numerical and integral solutions. 
The integral solution deviates more for the smallest diffusion 
parameter, which corresponds to the steepest temperature 
slope. 

To illustrate the importance of axial wall conduction and to 
demonstrate further the validity of the 2-D integral model, 
Fig. 4 reproduces experimental and analytic results reported 
previously by Peterson and Tien (1987). They used a miniature 
wet-bulb/dry-bulb probe to make point gas-concentration 
measurements in a gas-loaded thermosyphon. The figure 
shows the gas-isoconcentration profiles interpolated from ex
perimental measurements. Compared with the results of the 
exact 2-D numerical model with zero wall conduction, the 2-D 
integral model with the proper, though relatively small, wall-
conduction parameter W matches the experimental 
measurements much better. 

Parametric Study 

The parametric study answers three primary questions, 
namely how much does the flat-front model err, when are 2-D 
effects important, and when must the temperature dependence 
of the heat transfer coefficient be considered. Most practical 
applications of gas-loaded devices will fall in the middle of the 
parameter range studied here, but the extreme values illustrate 
trends. For reference Table 1 gives parameter values for some 
actual gas-loaded devices. The relative simplicity of the in
tegral formulation allowed this parametric study, since over 
500 integral cases can be solved with the amount of computa
tion required for one exact 2-D numerical case. 

The 2-D and 1-D models predict that a length Q*, given by 
equation (21), will be shut off to condensation, while the flat-
front model predicts a length Z, * ff. The difference is then 

:.// = Q ; - £ ; / * » , (43> 

where xgi max - (1 — exp( — T„/Tc)) is the maximum gas concen
tration. Figure 2 graphically illustrates the meaning of these 
parameters. The quantity Q*-L*t ff is independent of the 
location of the interface region, as long as the region is suffi
ciently removed from the end of the condenser. This dif
ference is directly related to the evaporator temperature and 
evaporator power input through the definition of Q*, equa
tion (11), and is plotted in Figs. 5-7. The following paragraphs 
summarize the significance of these results. 

Exact 2-D. The largest value of E for which Fig. 5 gives 
exact 2-D numerical model results is 0.5, at which point dou
bling the number of nodes to the minimum spacing allowing 
convergence caused a 18.0 percent change in the calculated 
value of Q*-L*j-f. For £ = 0.1, the change decreases to 0.31 
percent. Both the integral 2-D and analytic models match the 
exact numerical results very well. 

2-D Effects. The upper and lower solid curves in Fig. 5 
represent the small and large Wlimits, respectively, of the 2-D 
integral solution. The results of the two limiting relations are 
identical for larger E, and they diverge for small E where the 
calculation of L* becomes very sensitive to small errors in B. 
The 1-D and 2-D models give essentially identical results for 
E> 1. For smaller values of E and W two-dimensional effects 
become increasingly important. Since E is the ratio of the rate 
of energy transport by diffusion, ceMvDhjg/rh to energy 
transport by convection, h(Ts

e—Tc), 2-D effects can be ex
pected to be important in devices with low diffusivity, low la
tent heat fluid combinations, and higher-heat-flux, low-wall-
conductivity condensers. 

Analytic Model. Figure 5 shows that the simple analytic 
2-D model does a good job of matching the numerical integral 
2-D model over a relatively wide range of parameters. The 
analytic model deviates at high values of E, where the assump
tion of small E breaks down, and at small values of E, where 
the approximate function for B is not sufficiently accurate. 

Variable Heat-Transfer Coefficient. When natural con
vection or radiation cools the condenser, Fig. 6 shows that the 
length shutoff to condensation, Q*, can increase substantially. 
In the shutoff region the decreased heat transfer coefficient 
value increases the condenser temperature required to remove 
the heat transported through the wall from the interface 
region. Though, as Edwards and Marcus (1972) note, this only 
modifies the temperature profile slightly; for larger W or E it 
increases the vapor pressure in the shutoff region and thus 
substantially changes Q*. This has important implications for 
space applications, since often the wall-conduction parameter 
is quite large (Table 1, Eninger et al., 1976), even though great 
efforts may be made to minimize it by grooving the condenser 
tube and segmenting the radiator panel. 

Figure 7 contains a considerable amount of information, 
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Table 1 Typical parameter values 

Case W 

Edwards and 
Marcus (1972)1 

Eninger et al. (1976)2 

Peterson and Tien 
(1987b)3 

7.4-2.4 
22.4 

0.49-0.52 

5.9-2.6 
5.0 

5.9-5.6 

14.8-12.3 
25.5 

15.2-15.1 
1 Stainless steel, air/water, natural-convection/radiation cooled, 
1.4 cm o.d. heat pipe, 2-73 W. 

2Stainless steel with segmented aluminum radiator, 
nitrogen/methanol, 1.1 cm o.d. heat pipe, 24 W. 

3Glass, helium/water, vertical, forced-convection cooled, 
5.1 cm o.d. thermosyphon, 94-230 W. 

20.6-16.0 
160 

1.24 

10.2-11.2 

- i — i 1—r— 

e 2-D EXACT 
1-D 

2-D INTEGRAL 

2-D ANALYTIC 

DIFFUSION PARAMETER, E 

Fig. 5 Deviation of the 1-D and the numerical and analytic 2-D models 
from flat-front predictions 

1—i 1—r 
NATURAL CONVECTION 

£, - 5 
e =10 

CONSTANT h 

RADIATION 

Fig. 6 Effects of radiation and natural-convection as i 
ing mechanisms 

which helps to extend the results of Figs. 5 and 6 to include the 
effect of dc. The largest deviations from the flat-front model 
occur at 6C~3. Since E=\, the 1-D and analytic and 
numerical 2-D solutions all give similar results. When radia
tion or natural convection is the cooling mechanism the results 
change substantially. 

Conclusions 

Both experimental measurements and exact numerical solu
tions show that the integral approximation predicts the gas 
distribution very well. Application of the integral technique 
allows significant improvements at each of the three levels of 
analysis sophistication and complexity. At the complex level 
of numerical modeling, it allows the inclusion of both axial 
wall conduction and 2-D gas distribution in a formulation that 
can be solved with the same routine used for the 1-D model. 
At an intermediate level of complexity, the implicit formula
tion of equations (29)-(31) suggests an approximation that 
allows a simple analytic solution, providing excellent results 
over a wide range of parameters. For work at the simplest level 
of analysis, this study gives users of the flat-front model a 
quantitative measure of the error involved in the flat-front 
assumption. The use of all of these methods is illustrated by an 
example in Appendix B, while Appendix A shows how to treat 
an adiabatic section. 

The parametric study illustrates the difference between the 
2-D and 1-D models, showing that 2-D effects become impor
tant when wall conduction Wis less than ten and when the dif
fusion parameter E is less than one. When natural convection 
or radiation cools the condenser, the temperature dependence 
of the heat transfer coefficient can substantially increase the 
length shut off to condensation. This effect is largest when 

2-D ANALYTIC 
1-D 

2-D INTEGRAL 
CONSTANT h 

— NATURAL CONVECTION 
RADIATION 

100 
BULK TEMPERATURE. 9„ 

Fig. 7 Deviation of various models from flat-front predictions as a func
tion of ec = T C / (T | -T C ) 

wall conduction is high, as is commonly the case for space 
radiators. 

References 

Bobco, R. P., 1987, "Variable Conductance Heat Pipes: A First Order 
Model," Journal of Thermophysics and Heat Transfer, Vol. 1, pp. 35-42. 

Churchill, S. W., and Chu, H. H. S., 1975, "Correlating Equations for 
Laminar and Turbulent Free Convection From a Horizontal Cylinder," Inter
national Journal of Heat and Mass Transfer, Vol. 18, pp. 1049-1053. 

Journal of Heat Transfer AUGUST 1989, Vol. 111/603 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Dunn, P. D., and Reay, D. A., 1982, Heat Pipes, 3rd ed., Pergamon Press, 
Oxford, pp. 201-234. 

Edwards, D. K., and Marcus, B. D., 1972, "Heat and Mass Transfer in the 
Vicinity of the Vapor-Gas Front in a Gas-Loaded Heat Pipe," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 94, pp. 155-162. 

Eninger, J. E., Luedke, E. E., and Wanous, D. J., 1976, "Flight Data 
Analysis and Further Development of Variable-Conductance Heat Pipes," 
NASA CR-137782. 

Hijikata, K., Chen, S. J., and Tien, C. L., 1984, "Non-condensable Gas Ef
fect on Condensation in a Two-Phase Closed Thermosyphon," International 
Journal of Heat and Mass Transfer, Vol. 27, pp. 1319-1325. 

Peterson, P. F., and Tien, C. L., 1987, "A Miniature Wet-Bulb Technique 
for Measuring Gas Concentrations in Condensing or Evaporating Systems," 
Experimental Heat Transfer, Vol. 1, pp. 1-15. 

Peterson, P. F., and Tien, C. L., 1988, "Gas-Concentration Measurements 
and Analysis for Gas-Loaded Thermosyphons," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 110, pp. 743-747. 

Rohani, A. R., and Tien, C. L., 1973, "Steady Two-Dimensional Heat and 
Mass Transfer in the Vapor-Gas Region of a Gas-Loaded Heat Pipe," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 95, pp. 377-382. 

A P P E N D I X A 

Adiabatic Section 

In the adiabatic section the 2-D equations reduce to a par
ticularly simple form. Since no external convection occurs, the 
d term is eliminated from the energy balance, equation (25). 
Then the substitution (f> = A-2W6 shows that the second 
derivative of <f> equals zero, so an analytic solution is possible. 
Mass and energy conservation require that <f> and its slope 
match at the transition point between the adiabatic and con
densing systems, ztd. The results for the adiabatic section are 
then 

0 = <f>'ad(Z Z*d) + <t>ad 

-1 •+ 2™-2an[i-«p(r.(^L)) LW*L 
4 dz*2 

(Al) 

(A2) 

where (j>ad and 4>'ad are the matching values at the transition 
point of 4> and its slope, respectively. 

For the analytic solution the expression for the condensa
tion rate B, equation (40) remains the same. The temperature 
profile, equation (39), is modified. Noting the boundary con
ditions that 8 and its derivative must match at z*ad, the 
temperature profile becomes 

0<z*<z*d: 

*=Wrr[*^+* 
c o s h ^ - 1 ^ * ) 
cosh(W~i/2z*ad) 

cosh(81 / 2z*) 

cosh(8 1 / 2 z | ) 
(A3) 

Zad<Z <ZL. 

l r 
) = i + -

cosh(81 / 2z*) 

SWl 
_L1 
t) J c o s h ( 8 1 / 2 4 ) 

* i ( * 2 + * 3 ) - * 2 izt-z') 
(8W-1) (ZL Zad) 

(A4) 

and 

Qg —z*ad — 
1 

-r#1(*2+*3)w/i/2-

'•ad) "1 

cosh (8 ! / 2 z | ) J 

smh(W-U2z*d) 

( 8 ^ - 1 ) r i v ~ " ' * J ' " cosh(.W-l/2z*d) 

1/2 sinh(81/2z0*rf) 
(A5) 

- [ <*>,= ! + 
(z*L-z*ad) smhav-1/2z*ad) 

WV2 

* 2 = 8JK-
1 

cosh(W~W2z*d) 

cosh(81/2z*rf) 
1 - -

8Wi' cosh(8,/2?£) 

(zl-zt,) sinh(8'/2z*rf) 

%V2W cosh(81/2zj;) 

(A6) 

(A7) 

(A8) 

where 

A P P E N D I X B 

Sample Calculation 

As an example of the application of the techniques 
developed in this paper, this section calculates the quantity of 
noncondensable gas present in the heat-pipe experiment of Ed
wards and Marcus (1972). At one of the intermediate power 
levels they examined, # = 26.3 W, with a horizontal, natural-
convection-cooled stainless-steel heat pipe, the evaporator 
temperature was 71 = 370.6 K. The following information 
from their paper is used for the calculation: 

Tc = 298.7 K, kA = 4.02 x 10"4 Wm/K, r, = 0.578 cm 

A = 22.6W/m2K, £ = 11.0, £» = 0.343 cm2/s, 

zfld = 76.2cm 

From the steam tables, 

PJ = 3.30kPa, / * = 92.6kPa, 

cVi e = 0.0304 k m o l / m 3 , hfg = 2263 k J / k g 

With these values, the following nondimensional parameters 
are determined: 

0C = 4.15, 7 ; = 14.8, £ = 4.53, 

The length shut off to condensat ion is the difference between 
the condenser length z*ad and the active length 

QS = Zad/r, ~ q/2irr2h(7l - Tc) = 54.73 

The flat-front model predicts a gas inventory of 

^g ~ g,ffXg,max ~ •*£gxg,max ~ ->£-u 

Ng = L | P Ur)/RTr = 1.13 X 10~6 kmol 

With the flat-front correction from Figs. 5 and 6, Q* 

-L*g,ff~-l-0>so 

L* = 53.1, N, = l. 15 x l 0 ~ 6 kmol 

To use the analytic model, equation (41) is solved for z*L 

noting that for larger z | the ratios of the hyperbolic sines and 
cosines equal one. Then equation (42) is integrated numerical
ly to find L*, 

4 = 59.0 L* = 54.5, Ns = 1.17 x 10~6 kmol 

To use the numerical model, equation (29) is integrated 
numerically as described previously, using an initial guess for 
<£,„,. The solution procedure is iterated using different <f>M un
til the desired value of Q* is obtained. The results are 

L | = 54.0, 7V; = 1.16xlQ-6kmol 

The results of the four different methods can be compared to 
the experimentally measured mole inventory, Ng = 1.21 X 10~6 

kmol. 
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Suppression of the Sonic Heat 
Transfer Limit in 
High-Temperature Heat Pipes 
The design of high-performance heat pipes requires optimization of heat transfer 
surfaces and liquid and vapor flow channels to suppress the heat transfer operating 
limits. In the paper an analytical model of the vapor flow in high-temperature heat 
pipes is presented, showing that the axial heat transport capacity limited by the sonic 
heat transfer limit depends on the working fluid, vapor flow area, manner of liquid 
evaporation into the vapor core of the evaporator, and lengths of the evaporator 
and adiabatic regions. Limited comparisons of the model predictions with data of 
the sonic heat transfer limits are shown to be very reasonable, giving credibility to 
the proposed analytical approach to determine the effect of various parameters on 
the axial heat transport capacity. Large axial heat transfer rates can be achieved with 
large vapor flow cross-sectional areas, small lengths of evaporator and adiabatic 
regions or a vapor flow area increase in these regions, and liquid evaporation in the 
evaporator normal to the main flow. 

1 Introduction 

Heat pipes are very useful heat transfer devices in terrestrial 
and space-based systems. The specific application determines 
the heat pipe's operating temperature, working fluid, and 
material of construction, whereas the nature of the application 
determines the heat pipe's detailed design characteristics such 
as the internal liquid and vapor flow geometry and external 
shape. The heat pipe application temperatures may range 
from the liquid helium temperature at a few degrees Kelvin 
(for maintaining low temperatures of infrared detectors) to a 
thousand or more degrees as in the cooling of rocket combus
tion chambers and envisioned space nuclear reactors. 

Dobran (1987a) reviewed the heat pipe technology for ter
restrial and space systems applications and found that most of 
the current heat pipe research and development efforts pertain 
to the applications to space-based systems (Vanlandingham, 
1986; Barthelemy et al., 1986; Desanctis et al., 1986; Sadunas 
and Lehtinen, 1985). High-temperature heat pipes are envi
sioned to be used in the space nuclear reactor of about 300 
kWe (Vanlandingham, 1986) with a very compact design and 
its core operating at about 1000°C (Merrigan et al., 1984; 
Merrigan, 1986). Because of this requirement, Merrigan et al. 
(1983) discuss the typical heat transfer conditions of a space 
nuclear reactor as: (1) 100-200 W/cm2 radial power density, 
(2) 10 kW/cm2 axial power density, (3) long adiabatic sections 
to provide separation between the nuclear core and conversion 
system, and (4) an operation close to the material limits. To 
cool such a nuclear reactor use can be made of high-
temperature heat pipes with the working fluids potassium, 
sodium, or lithium, since they offer several favorable 
characteristics (self-regulation and startup, decay heat 
removal after reactor shutdown, and a high reliability), pro
vided also that many operating limits, such as the sonic heat 
transfer limit, can be suppressed or eliminated. 

The basic heat pipe configuration is illustrated in Fig. 1. It 
consists of a container such as a pipe whose interior wall is 
lined with a porous wick structure saturated with a working 
fluid. Heat transfer in the evaporator region of the heat pipe 
causes the liquid in the wick to evaporate and flow into the 
condenser zone where it is condensed. The return of liquid 
from the condenser to the evaporator occurs due to the 

capillary forces in the wick that create a surface tension 
pressure difference required to overcome the vapor and liquid 
pressure drops, including that due to gravitation or other ex
ternally imposed body forces. For a given geometry pipe and 
working fluid, the thermohydrodynamic flow aspects in a heat 
pipe determine its heat transport limits (Dobran, 1987a). The 
depletion of liquid on the surface of the evaporator produces 
the boiling heat transfer limit, whereas the porous wick struc
ture is endowed with the capillary heat transfer limit where an 
effective liquid supply (pumping) from the condenser to the 
evaporator ceases. At high axial heat fluxes and in long heat 
pipes, the countercurrent flow of liquid and vapor produces 
the entrainment heat transfer limit where any further increase 
in the vapor flow by heat addition, for example, cannot sus
tain any more increase in the liquid condensate flow. When 
the design of a heat pipe overcomes the liquid flow limitations, 
the vapor flow can produce sonic and viscous flow limiting 
operations. The sonic or choked flow heat transfer limit is 
produced under the control of the inertial forces in the vapor. 
Heat addition or mass injection in the evaporator accelerates 
the vapor and can produce choking at the evaporator exit 
where the Mach number reaches unity, if the downstream con
denser temperature is sufficiently low, as may occur during the 
startup of a heat pipe. Figure 2 illlustrates the experimental 
data of Kemme (1969) taken in a sodium heat pipe with no 
adiabatic region. Curve A in this figure corresponds to the 
subsonic flow in the evaporator and condenser, whereas curve 
B corresponds to the sonic flow condition at the evaporator 
exit. Curves C and D correspond to the situations of super
sonic flow in the condenser region close to the evaporator and 
vapor flow deceleration through shocks. The mass withdrawal 
in the condenser has the tendency to produce large nonunifor-
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 5, 
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Fig. 2 Temperature distribution in a sodium heat pipe (Kemme, 1969) 

mities in flow properties in the radial direction and may yield 
flow reversals (Busse, 1986). For this reason, the shock regions 
in the condenser are poorly defined (see Fig. 2). Near the 
working fluid's freezing point the vapor density is low and a 
heat pipe is more prone to choking than at higher 
temperatures. Fluids such as sodium and lithium have low 
vapor densities and are, therefore, more influenced by the 
sonic heat transfer limit than other high-vapor-density fluids. 
A heat pipe operation beyond the sonic heat transfer limit will 
produce an operation at a higher temperature that may 
adversely affect the performance of the device transferring the 
heat to the heat pipe and possibly destroy the heat transfer sur
faces. For this reason, a high-temperature heat pipe should 
not be operated beyond the design temperature and sonic heat 
transfer limit. When the inertia and viscous forces of vapor 
are of the same order of magnitude, choking occurs at the con
denser inlet, since the subsonic flow in an adiabatic region 
with friction can only produce a Mach number increase 
(Shapiro, 1953; Levy and Chou, 1973). With negligible inertia 
forces, however, choking does not occur (Busse, 1973); the 
heat transfer increases steadily with decreasing pressure at the 
evaporator exit and becomes limited by the zero vapor 
pressure or the viscous heat transfer limit. 

The objective of this paper is to present an analytical model 
that may be used to determine the effects of working fluid, 
vapor flow area, lengths of evaporator and adiabatic regions, 
and the manner of liquid evaporation into the vapor core of 
the evaporator on the sonic heat transfer limit in high-

Fig. 3 Definition of the vapor flow variables and control volume for 
compressible flow analysis 

temperature heat pipes. The presented analysis is an extension 
of previous works (Levy, 1968; Levy and Chou, 1973), which 
did not systematically and analytically investigate the effects 
of most of the parameters noted above on the sonic limit heat 
transfer of high-temperature heat pipes. The methods of sup
pression of the boiling and wicking heat transfer limits in heat 
pipes have been discussed by Dobran (1987b). 

2 Analysis of the Vapor Flow 

The vapor flow thermohydrodynamics in a heat pipe deter
mines the sonic heat transfer limit. For the purpose of deter
mining the first-order effects of vapor flow in a heat pipe, use 
will be made of one-dimensional, steady-state compressible 
flow analysis. Figure 3 illustrates the vapor core region and 
defines the flow variables and a control volume that will be 
used to derive a set of equations for the analysis. For simplici
ty, and with a good approximation, the vapor will be assumed 
to obey a perfect gas equation of state, i.e. 

P = pRT 

The speed of sound is thus 

c=(kRT)l/2 

and the Mach number is defined as 

M=V/c 

(1) 

(2) 

(3) 

The conservation of mass and liquid-vapor interface energy 
balance at an axial position x of the heat pipe give 

w = pVA 

dw = -— dx 
K 

(4) 

(5) 

where dw is positive for the injected mass in the evaporator 

N o m e n c l a t u r e 

a = factor defined by equation 
(35) 

A = flow cross-sectional area 
b — factor defined by equation 

(27) 
c = speed of sound defined by 

equation (2) 
C = factor defined by equation 

(34) 
Cp = specific heat at constant 

pressure 
D = hydraulic diameter 
/ = friction coefficient defined by 

equation (12) 
g = body force per unit mass 
h = enthalpy 

hlv - enthalpy of evaporation 
H - energy term defined by equa

tion (9) 
k = ratio of specific heats 

L = 
m = 
M = 
n = 
P = 

Per = 
Q = 

Qs = 

Q = 
R = 

Re = 

T = 
V = 

v\ = 
w = 

heat pipe length 
coefficient in equation (18) 
Mach number = V/c 
coefficient in equation (IIS) 
pressure 
perimeter 
heat transfer rate per unit 
length 
sonic limit heat transfer rate 
per unit length 
heat transfer rate 
gas constant 
Reynolds number 
= wD(l-yi)/ixA 
temperature 
velocity 
axial component of injection 
velocity, Fig. 3 
mass flow rate 

x = axial coordinate along the heat 
pipe 

y-, = v;/v 
H = viscosity 
p = density 
T = shear stress 

Subscripts 
a = adiabatic region of heat pipe 
c = condenser region of heat pipe 
e = evaporator region of heat pipe 

eff = effective 
i = vapor injection or withdrawal 
/ = pertains to the liquid phase 

o = stagnation condition at the 
evaporator inlet 

s = sonic condition 
v = vapor 
w = wall 
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(6) 

and negative for the withdrawn mass in the condenser, and q is 
the heat transfer rate per unit length of evaporator (positive) 
or condenser (negative) and represents the heat transfer 
capability of the working fluid. 

Applying the first law of thermodynamics to the control 
volume in Fig. 3 yields 

£-*t,(.£) + [t-*-L <,.-„>]£ 
where the potential energy terms have been neglected. For an 
ideal gas, the enthalpy is given as 

dh = CpdT (7) 

so that substituting into equation (6) and using equation (2) we 
obtain 

dQ + dH 

wCpT 

dT k-l , dV2 

1 M2 — 
T 2 V2 

where 

dH = -(h-hi+^-(V2~Vf)) dw 

(8) 

(9) 

represents the effect of injection or nonequilibrium between 
the liquid-vapor interface and mean vapor core parameters. 

The momentum equation gives 

-AdP-rwPerdx + gpAdx = d(wV) - Vytdw 

where 

XL 
V 

(10) 

(11) 

represents the directional effect of the injected or withdrawn 
mass (see Fig. 3). Using the definition of the friction factor 
and hydraulic diameter, i.e. 

/ = D-

pV2 

2 

44 

Per 
(12) 

the momentum equation (10) can be written as follows: 

dP kM2 dV2 kM2
 Adx . , dx 

P 2 V2 2 J D V2 

+ /tM2(l- .y ;) =0 (13) 

where use was made of equations (1) and (3). 
From the definition of stagnation temperature, speed of 

sound, and Mach number we have 

T=T+ 
V2 

= TC 1 + £±M^ 
2Cp ' V ' 2 

so that equation (8) can also be written as 

dQ + dH /. k-l __,\ dTn 

wCpT ; . + ^ - ) T 

(14) 

(15) 

Equations (l)-(4) and (13)-(15) give 7 equations with 11 
variablesP,p, T,c,M, V, T0,w,A,(dQ + dH)/wCpT,and 

„ dx dx 

V-D-28^2-
dw 

where four may be chosen as independent. Choosing the last 
four in this list as independent variables it is then possible to 
manipulate the above equations and solve for the remaining 
seven dependent variables. For example, the solutions for the 
Mach number and pressure distributions are 

dM2 1+kM2 dQ + dH 

M2 1 -M 2 wCpT 

kM2 (l + -^—!- M 2) 
2 ' \A*

 dx *> dx dwl + n# F-D ~28 ~w -2y' "d 

2(l+kM2)( 
k-l 

1+ M2 0 dw 

1-M 2 

2 ( I + ^ 1 M 2 ) 
dA 

1-M 2 
(16) 

dP 

~~P~ 

kM2 dQ + dH 

1-M 2 wCpT 

kM2(l + {k-l)M2) 

2(1-M 2 ) 

2A:M2 ( l + A _ L M2 

r „ dx dx „ dw~\ 

) dw kM2 dA 

1-M 2 ~A~ 

(20) 

. „ , . (17) 
1 -M 2 

Equations (16) and (17) are similar to the results of Shapiro 
(1953), where the influence coefficients multiply the indepen
dent variables. In these equations dw can be replaced by the 
evaporation or condensation heat flux (equation (5)) and the 
friction coefficient by 

/=/MRe-« (18) 

Re= fSIzXIlR = ^ - » > (19) 

where the coefficients m and n depend on whether the flow is 
laminar or turbulent and with or without the mass injection or 
withdrawal. For the vapor flow in the adiabatic region of a 
heat pipe, y, = 0 and m and n may be taken as 

m = 16, n = 1; laminar flow (Re < 2000) 

m = 0.079, n = 0.25; turbulent flow (Re> 2000) 

The velocity profile of a laminar incompressible flow in the 
evaporator has a cosine rather than a parabolic distribution 
(Busse, 1973; Bankston and Smith, 1971) with 

m = 2ir2, n=l (21) 

In the condenser with high heat transfer rates it is dangerous 
to use the above analysis and laminar flow expressions for the 
friction factor owing to the possibility of flow reversals 
(secondary flow) in this region as discussed previously. High 
heat fluxes produce high radial Reynolds numbers of the 
vapor in the evaporator and condenser and yield a turbulent 
flow in cylindrical condensers even if the axial Reynolds 
number is below 2000 (Quaile and Levy, 1975). 

Equations (16) and (17) can be used to study the effects of 
the external heat transfer Q, vapor injection and suction yh 

the degree of vapor nonequilibrium h-hn gravity g, and 
vapor flow area A, on the limiting heat transfer rates in heat 
pipes. Thus Levy (1968) neglected the frictional effects, area 
change, and gravitational effect, and assumed that 
dQ + dH=0 and .y, = 0. From equation (16) it then follows 
that 

' I + ^ L M 2 ) 
(22) 

dM2 
2(1 + ArM2) (l 

dw 

M2 
1-M 2 
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The combination of equation (22) with equation (5) can be in
tegrated from M(x = 0) = 0 and w(x = 0) = 0 to M(x = Le) = l 
and w(x = L€)=qLe/hh to obtain an expression for the com
monly utilized sonic heat flux limit qs, i.e. 

QsLe = 
PoC0hlvA 

(2(£+l))1 / : 

where p0 and c0 are the (stagnation) density and speed of 
sound at the evaporator inlet. When account is also taken of 
the frictional effects in the above analysis and choking as
sumed at the condenser inlet, it was found numerically (Levy 
and Chou, 1973) that the computed heat transfer limits agree 
better with data than the predictions using equation (23). 

To investigate the more general solution of equation (16) we 
may take dQ + dH=0, g = 0, and assume that the flow is 
laminar. Thus 

(i) Evaporator or Condenser Regions 

1-M 2 , , dw dA 
dM2 = (1 + aM2) 

M2(2 + (A:-1)M2) ( l + a m )
w A 

where 

a = k(l-yi) + 
ImkfiAhiu 

V-yi)D2q 

(24) 

(25) 

(ii) Adiabatic Region 

1-M 2 dA 
— dM2 = hM2dx 

M2(2 + (J t- l )M2) a ° aX A —r (26) 

where 

b = 
2mkjiAh,v 

D2qLe 
(27) 

Moreover, by taking A, v,, and q constant, the solutions of 
equations (24) and (26) between any two sections 1 and 2 of 
the corresponding regions are given by 

(i) Evaporator and Condenser Regions 

k-\ 
1 + 

M, 

M, 

•M? 

_1+4_LM
2 

k-\ , 
"1 + M? 

2 1+aM 2 

k-\ 1+aM 2 

.1 + M? 

(ii) Adiabatic Region 

u+ Mf M2J 
In 

M? 
1 + 

k-l 
Ml' 

1+ M? 

w2 

(*+l)/4 

(28) 

= b(x2-x1) (29) 

In particular, the solution represented by equation (23) is a 
special case of the solution expressed by equation (28). This 
may be proved by taking in the latter equation y,• = 0, \x, = 0 
{a = k), wl=plclMlA, M,(x=0) = 0, M2(x = Le) = l, and 
w2 = qLe/h,v. 

The more useful forms of equations (28) and (29) are ob
tained by solving these equations for the maximum heat 
transfer rate q, which occurs when the flow chokes at the exit 
of the adiabatic region of a heat pipe. Setting in equation (28) 
w\=Poc<M\A, M!(x = 0) = 0, w2=qLe/hlv andM 2 = Me (exit 
of evaporator), and in equation (29) Ml(x = Le) = Me, 

M2(x = Le +La) = 1 and x2 - x , =La, we obtain the following 
results 

QLe 

(23) hlvPoc0A 

( -

Me 

k—\ \ 1/2 

k~\ , _ \ + a 
1+ ——- M2 

1+«M2 

(30) 

2 LM2 + ln 
k+\ Ml 

2 k-l , 
1+ — ^ M 2 

(t+l)/4 

= bL„ (31) 

and after normalizing by the sonic heat flux limit qs (equation 
(23)), it follows that 

= M. 

i r i 

2(^+1) 

j + l _ i M 2 

-i+±_iM
2-

1+oM? 
(32) 

-r[ Ml 
- 1 + ln 

k+1 Ml 

1+JLAM2 

(*+l)/4 

-»(t")(f) 
C = 2m(—^-)h-m+l)y<2 

\pncnD/ D 

(33) 

(34) 

M , \ > ( 3 5 > 

In particular, when La=0 and Me = l (choking at the 
evaporator exit), equation (32) is reduced to the form 

l+a 

Q_ 

Qs 

'PoCo 

a = k[(l-yi) + 

Q_ _ 2 T k+\ ITT 
Is L2(l+fl)J 

(36) 

Equations (32) and (33) can now be solved for q/qs in terms of 
the independent parameters C, k, La/Le, and yh or since n, 
P0,c0, and k can be evaluated at the saturation temperature at 
the evaporator inlet, the independent variables may also be 
taken as TSM, D, La/D, La/Le, andy,. 

3 Discussion of Results 

Using equations (32) and (33), Figs. 4 and 5 illustrate the 
predicted heat transfer rates with the sonic flow at the 
evaporator and adiabatic section exits, respectively, and a 
comparison with the sodium, potassium, and cesium data 
(Kemme, 1966, 1969; Levy and Chou, 1973; Dzakowic et al., 
1969). The analytical results in these figures were generated by 
assuming that j>, = 0 (normal-to-the-main-flow vapor injection 
in the evaporator) and using the perfect gas equation of state 
for the calculation of density and speed of sound at the satura
tion temperature at the evaporator inlet. As can be seen from 
these figures, the inclusion of frictional effects into the model 
produces a superior comparison of analysis with data and 
reduces the axial heat transport capacities of heat pipes. At 
high temperatures, some sodium data (Kemme, 1966; 
Dzakowic et al., 1969) show a deviation from the sonic heat 
transfer limit behavior and may be associated with the attain
ment of the wicking heat transfer limit in heat pipes as dis-
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Fig. 4 Comparison of analytic results, with and without friction and 
choking at the evaporator exit, with data 
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Fig. 6 The effect of vapor diameter, evaporator, and adiabatic lengths 
on the sonic heat flux limit for Li, Na, and Cs 
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Fig. 5 Comparison of analytic results, with choking at the adiabatic 
section exit and with and without friction, with data 

cussed earlier. At lower temperatures, the heat pipe per
formance becomes sensitive to the frictional effects, and the 
axial heat transfer capacity can be considerably reduced as il
lustrated in Fig. 5, which shows a good comparison of analysis 
with data with a finite length of the adiabatic region. The data 
in Fig. 5 are also predicted with the numerical model of Levy 
and Chou (1973) when they accounted for the frictional effects 
in evaporator and condenser. 

The effects of the vapor diameter D, evaporator length to 
diameter ratio Le/D, and adiabatic length to evaporator 
length ratio La/Le, on the sonic heat transfer limits for 
lithium, sodium, and cesium are illustrated in Fig. 6. At con
stant D, an increase of the evaporator and adiabatic lengths 
has the effect of reducing the heat pipe's axial heat transport 
capacity; this reduction is considerable for long heat pipes and 
at lower temperatures where the frictional effects become 
more important. With the temperature and evaporator and 
adiabatic lengths fixed, a heat pipe with a larger vapor flow 
area can transport larger axial heat fluxes for all fluids in Fig. 
6. The axial heat transport capacities of Li are also more sen
sitive to the frictional effects (and, therefore, on La and Le) 
than those of Na, K, and Cs. 

Figure 7 shows the effect of the non-normal-to-the-main-
flow vapor injection in the evaporator (y, >0). Large values of 
y, are seen to produce a considerable decrease of the sonic heat 
transfer limits for Li and Na at lower temperatures and a slight 
increase beyond the frictionless sonic heat transfer limit at 
very high temperatures. The physical explanation of these 
results is that at lower temperatures the frictional effects are 
important, whereas at higher temperatures the inertial effects 
dominate and require higher axial heat fluxes for y{ > 0 than 
for yt = Q for attainment of the sonic limit (see equation (24)). 
The non-normal-to-the-main-flow vapor injection has not 
been previously investigated and may be present in some 
systems where heat pipes are integrally built into the systems' 
structures. 

Equation (24) also shows that an area increase for the vapor 
flow in the evaporation and adiabatic regions of a heat pipe 
can produce larger sonic heat transfer limits than in a uniform 
area pipe. This implies that heat pipes with long evaporator 
and adiabatic sections may require nonuniform cross-sectional 
areas for vapor flow (dA/dx>0) in order to compensate for 
the reduction of sonic heat transfer limits brought about by 
the frictional effects. For applications to nuclear reactors in 
space, a super heat pipe system may be envisioned with a heat 
source supplying heat to variable cross-sectional areas of heat 
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Fig. 7 The effect of variable yf on the sonic heat flux limits for £., and 

pipe evaporators that in turn transfer this heat to the power 
conversion system that may be removed by a considerable 
distance from the power source. In this manner a more com
pact reactor design can be achieved than by utilizing constant 
and large-diameter heat pipes. 

4 Summary and Conclusions 

The current designs of terrestrial and space-based systems 
use heat pipes for a variety of tasks. These applications require 
optimum heat pipe performance over a large range of system 
and environmental conditions. For these reasons, the heat 
pipe design has strived toward the development of super heat 
pipes that transfer optimum heat transfer rates without ex
ceeding the heat transfer operating limits. Many of these limits 
may be suppressed and some may be eliminated through a 
judicious optimization of heat pipe geometry and selection of 
working fluids. 

In the paper an analytical model has been presented for the 
design of high-temperature heat pipes with the sonic flow 
limiting the axial heat transport capacity. It was shown that 

the sonic heat transfer limit is affected by the working fluid, 
vapor flow area, manner of vapor introduction into the vapor 
core region of the evaporator, and lengths of the evaporator 
and adiabatic regions. Achieving high rates of heat transfer re
quires large vapor flow cross-sectional areas, small lengths of 
the evaporator and adiabatic regions or a vapor flow area in
crease in these regions, and normal-to-the-main-flow liquid 
evaporation in the evaporator. A comparison of the analytical 
results with data of high-temperature heat pipes operating 
with sonic heat transfer limits is shown to be reasonable. The 
presented model can be readily adopted for the optimization 
of high-temperature heat pipe design. 
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Heat Transfer Characteristics in 
Two-Phase Closed Conventional 
and Concentric Annular 
Thermosyphons 
The heat transfer in the condenser sections of conventional and annular two-phase 
closed thermosyphon tubes has been studied experimentally and analytically. In ad
dition, the results of a series of experiments on the flooding phenomena of the same 
thermosyphons are reported. Freon 113 and acetone were used as working fluids. 
An improved correlation was developed to predict the performance limits of conven
tional thermosyphons using the present and previously existing experimental data 
for flooding with different working fluids. The prediction of the theoretical Nusselt 
number for the situations associated with measured heat transfer coefficients in the 
condenser section indicated that the effect of interfacial shear on the film flow is 
small. The increase of the experimental reflux condensation heat transfer coeffi
cients over theoretical predictions is attributed to waves at the vapor-liquid 
interface. 

1 Introduction 

The two-phase closed thermosyphon is a simple but effec
tive heat transfer device. It is nothing more than a wickless 
heat pipe with a liquid reservoir at the bottom. The ther
mosyphon is best described by dividing it into three sections. 
Heat is input through the evaporator section, turning the 
working fluid into vapor. The vapor rises and passes through 
the adiabatic section to the condenser section. In the con
denser section the vapor condenses and gives up its latent heat. 
Gravity then forces the condensate back to the evaporator 
section as a liquid film. 

Due to their high efficiency, reliability, and cost effec
tiveness, thermosyphons have been used in many different ap
plications. These applications include preservation of per
mafrost (Long, 1963; Vasiliev et al., 1981), de-icing of road
ways (Hurich et al., 1980; Tanaka et al., 1981), turbine blade 
cooling (Cohen and Bayley, 1955; Bayley and Bell, 1957), and 
applications in heat exchangers (Lee and Bedrossian, 1978; 
Larking, 1981). 

The present paper examines the operation of a different 
type of thermosyphon. The concentric annular two-phase 
closed thermosyphon is depicted in Fig. 1 The concentric an
nular thermosyphon is constructed of two pipes of unequal 
diameter placed one inside the other and sealed at the ends by 
end caps to create an annular vapor space. The advantage of 
this type of thermosyphon over the conventional ther
mosyphon is the increased surface area for heat transfer into 
and out of the pipe without necessarily increasing the outside 
pipe diameter. 

The heat transfer characteristics of conventional ther
mosyphons are usually described by heat transfer coefficients 
for the condenser section and by the flooding limit. In the case 
of vertical thermosyphons, the measured condensation heat 
transfer coefficients are usually compared with Nusselt's 
theory (Onosovskii et al., 1972; Larkin, 1971, 1981; Andros 
and Florchuetz, 1978) or extended theories (Seban and Faghri, 
1984; Chen et al., 1984). 

For the flooding limit, a number of empirical correlations 
have been obtained by Wallis (1969), Kutateladze (1972), and 
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Tien and Chung (1978). The flooding limit is the most com
mon concern for long thermosyphons with large liquid fill 
ratios, large axial heat fluxes, and small radial heat fluxes. 
This limit occurs due to the instability of the liquid film 
generated by a high value of interfacial shear. This high value 
of interfacial shear comes from the large vapor velocities in
duced by high heat fluxes. The vapor shear "holdup" prevents 
the condensate from returning to the evaporator and leads to a 
flooding condition in the condenser section. This causes a par
tial dryout of the evaporator, which results in wall 
temperature excursions or in limiting the operation of the 
system. 

In this paper the condensate heat transfer coefficient for the 
conventional thermosyphon as well as the condensate heat 
transfer coefficients for the inner and outer walls of the an
nular thermosyphon were obtained experimentally. These ex
perimental values were compared to analytical values that 
were calculated by using Nusselt's solution and by extending 
Nusselt's theory to include the variation of the shear at the 
vapor-liquid film interfaces for the inner and outer walls. 

In addition, the experimental flooding phenomenon of a 
concentric annular thermosyphon was compared to that of a 

LIQUID 

FLOW 

HEAT 
INPUT 

EVAPDRATDR 

Fig. 1 Concentric annular two-phase closed thermosyphon 
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conventional thermosyphon. An improved correlation was ob
tained that predicts the flooding limit for conventional ther-
mosyphons using present and previously existing experimental 
data for different working fluids. 

2 Experimental Apparatus and Procedures 

To accomplish the objectives of this experiment, a conven
tional thermosyphon and a concentric annular thermosyphon 
were designed and built. A summary of the design parameters 
for both thermosyphons is given in Table 1. 

A schematic of the test setup for the annular thermosyphon 
is shown in Fig. 2. The setup for the conventional ther
mosyphon is similar. Figure 2 also illustrates the thermocouple 
locations used for recording temperature values throughout 
the concentric annular thermosyphon and at the coolant inlet 
and outet of the heat sinks. The wall temperature of the 
adiabatic section of the concentric annular thermosyphon was 
measured by thermocouples mounted on a rod of insulating 
material (Aremcolox 502-600) that was press fitted into the 
adiabatic section of the inner pipe. The thermocouple labeling 
for the conventional thermosyphon is similar to the outer wall 
of the concentric annular thermosyphon. Separate a-c power 
supplies were used to supply power to the inner and outer 
evaporator section heaters. Two electric heaters of 2.4 kW 
each were double-helically wrapped around a ceramic rod and 
covered with a thermally conductive cement. This heater 
assembly was then covered with a thermally conductive grease 
and press fitted into the inner pipe. Two electric heaters rated 
at 4.8 kW were coiled around the outer pipe and cemented into 
place. Three helically coiled 2.4 kW electric heaters were used 
to supply heat to the conventional thermosyphon. All of the 
heaters used were covered with a heat conductive cement to 
hold them in place and to distribute the heat flux evenly 
throughout the heater sections. Wattmeters were used to 
measure the power input to the heaters. 

The heat sink used in the inner pipe of the annular ther
mosyphon has a center baffle running its entire length. This 
baffle has a hole in the bottom of it that allows the inlet water 
to run the full length of the heat sink before crossing to the 
outlet side. This configuration ensures even cooling of the in

ner pipe condenser section. The outer heat sink is a cooling 
jacket designed to envelop the condenser section of the outer 
pipe. This cooling jacket design is also used for the heat sink 
of the conventional therosyphon. All of the heat sinks were 
provided with cooling water from a constant head tank. 
Coolant flow was measured and recorded at frequent intervals 
throughout the experiments. 

The thermosyphons were cleaned using standard procedures 
and then evacuated to 10E-5 torr. After evacuation the ther
mosyphons were filled with working fluid using an apparatus 
specifically designed for filling heat pipes. 

During testing, steady-state operation was attained before 
increasing the power input through the heaters. The power 
was increased in small increments to allow for the careful 
observance of the operating parameters. When the flooding 
limit was reached, testing was terminated before damage to 
the thermocouples or degradation of the working fluid 
occurred. 

The mean heat transfer coefficient for the condenser zone is 
calculated by 

h = 
Q/Ac 

t-Ta 
(1) 

where Q is the heat flow rate, Ac represents the surface area of 
the condenser section, Tc is the mean temperature in the cool
ing zone, and Ta is the temperature in the middle of the 
adiabatic section where thermocouple C28 is located. The 
location of Ta was selected to avoid measuring the 
temperature of the superheated boiling liquid or the subcooled 
condensate. 

Energy balances between the heat input by the heaters and 
the heat removed by the sinks were monitored, and the flow 
rates through the heat sinks were maintained to ensure an 
energy balance of at least 90 percent. An error analysis using 
the standard square root technique was performed to deter
mine the accuracy of h calculated from the experimental data. 
This calculation was based on a temperature reading with an 
accuracy of ±0.5°C and resulted in h being accurate to within 
±7.4 percent. 

Nomenclature 

A = 

Bo = 

Cf = 
Ck = 

D = 
Dh = 

h = 

J = 
J* = 

K 

K* = 

k = 
L = 
m = 

cross-sectional area of the 
vapor space 
Bond number 
= D [g(pL-pv)/o]i/2 

friction coefficient = 2r/p„«J 
coefficient in equation (10) 
coefficient in equation (9) 
diameter 
hydraulic diameter = D0 - D, 
acceleration due to gravity 
heat transfer coefficient 
latent heat of vaporization 
volumetric flux 
dimensionless volumetric 
flow rate, 
jt=jiPY2[gHfiL-Pv)}-1/2 

modified Kutateladze 
number = Q/ [Ah/g [ ag(pL -
pv)V

/4(PEl/4+pv-'
/4r2] 

ratio of inner diameter to 
outer diameter 
thermal conductivity 
length 
coefficient in Wallis' 
correlation 

N = modified Jakob 
number = kL(Ts - Tw)/ixLhfg 

Subscripts 

p 
Q 
R 

Re 
S 

T 
AT, 
AT0 

u 
X 

y 
r 
8 
M 
V 

P 
a 
T 

= pressure 
= heat transfer rate 
= coefficient in terms of the 

ratio of liquid to vapor 
density = ( p L / p X 1 4 

= Reynolds number 
= dimensionless interfacial 

shear stress = (rs/pLg) 

fe/^i)1/3 

= temperature 
= 's ~ 'w, l 
= * s~ * w, 0 
= axial component of velocity 
= axial coordinate 
= radial coordinate 
= mass flow rate per unit width 
= liquid film thickness 
= absolute viscosity 
= kinematic viscosity 
= fluid density 
= liquid surface tension 
= shear stress 

a = 
c = 
e = 

E --
h --

i = 
/ = 

L = 
N = 
O = 
P --
s -
v -
w -
X -

5 --

= adiabatic section 
= condenser section 
= evaporator section 
= experimental results 
= based on the hydraulic 

diameter 
= liquid or vapor 
= inner wall 
= liquid phase 
= Nusselt's solution 
= outer wall 
= present analysis 
= saturation condition 
= vapor phase 
= wall 
= at any x location 
= liquid-vapor interface 

Superscripts 

- = 
+ = 

= mean value 
= nondimensional variable 
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Table 1 Summary of thermosyphon specifications 

Total length 
Evaporator length 
Adiabatic length 
Condenser length 
Outer pipe (o.d.) 
Outer pipe (i.d.) 
Inner pipe (o.d.) 
Inner pipe (i.d.) 

Dimensions 

Annular 

1000.0 mm 
457.2 mm 
323.6 mm 
219.2 mm 

53.3 mm 
44.5 mm 
29.4 mm 
25.4 mm 

Conventional 

1000.0 mm 
389.1 mm 
178.7 mm 
432.2 mm 

19.1 mm 
15.9 mm 
N/A 
N/A 

Fluid Inventory 

Acetone 
Freon 113 

Length 
Diameter 
Voltage 
Maximum power 

Annular Conventional 

171.1 cc 
171.1 cc 

Heater Elements 

Annular 

outer 

2387.6 mm 
4.8 mm 
230 V 
4.8 kW (ea) 

inner 

2108.2 mm 
3.2 mm 
230 V 
2.4 kW ( 

39.1 cc 
39.1 Cc 

ea) 

Conventional 

838.2 mm 
3.2 mm 
230 V 
2.4 kW (ea) 

3 Analysis 

3.1 Reflux Condensation Heat Transfer Analysis. In the 
present section, the Nusselt analysis for laminar film conden
sation is extended for countercurrent vapor flow inside a con
centric annular thermosyphon. The inner and outer walls of 
the annulus can be held at the same temperature or at different 
temperatures; the former is symmetric cooling and the latter is 
asymmetric cooling. The solution procedures are somewhat 
similar to those used in the paper by Seban and Faghri (1984) 
for conventional thermosyphons and in the paper by Faghri 
and Chow (1987) for an open annulus in a microgravitational 
environment. 

The liquid Reynolds numbers for the inner and outer walls 
for the laminar flow case are given as follows: 

ReL,7 = 
a/2 / dp+ \ 
2 V dx+ ) ' 

L-°- s° 2 V±F~ V 

(2a) 

(2b) 

These and subsequent equations involve the nondimensional 
variables 

- — ( 4 ) 1 / 3 > u 
(vLg)m 

N, 
*LJTS-TW<I) _kL(Ts-TWiQ) 

»Lh 
,N0=-

<fi M/g 

PLS V " L / PLS ^VL
LJ 

A momentum balance for the annular vapor region yields 

OUTER AND INNER 
HEATER COILS 

INNER HEATER 
PDVER SUPPLY 

Fig. 2 Schematic of test setup 

dP4 

dx+ 
_ i _ ( S o « . s , ) + ^ (3) 

Neglecting the convective terms in the energy equation, the 
following energy balances can be made for the liquid flow on 
the inner and outer walls: 

^ 6 " % {4a) 
c£, / 

dx+ 

dH.eL,o 
dx+ 56 

(4b) 

The functions r5 , and TS: 0 contained in the quantities Sj and 
S0 are specified the same as for vapor flow in a smooth tube 
annulus, with an augmentation factor due to the two-phase 
nature of the flow as in the papers by Seban and Faghri (1984) 
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and Faghri and Chow (1987). The shear stress is assumed to be 
the sum of the shear stress due to friction (with no mass 
transfer) and the shear stress due to the faster-moving vapor 
condensing onto the slower-moving liquid. This method ac
counts for the change of the interfacial shear along the con
denser due to the mass flow of vapor. 

S, = - % —("„++ ut 7> 5)2 + - § - ( H B
+ + ul h s) (5a) 

So=^r —(«»++ K o, s)
2+-%§-&++ K o. «) (5ft) 

2 PL «O 
In addition, a mass balance between the vapor and the liquid 
films yields the following relation in terms of the Reynolds 
numbers: 

R e- '=^Tl^R e-+ 4~-iT^R e^ (6) 

The positive direction of the calculation domain for x+ and 
the liquid velocity ul is from the top to the bottom of the pipe. 
For the vapor velocity H+, the positive direction is from the 
bottom to the top of the pipe. It should be emphasized that the 
above analysis was developed for the condenser section and is 
not applicable to the evaporator section. 

The local and average Nusselt numbers are obtained from 
the following relations: 

*•' kL\g) 6 / ' 

Ko = ̂ ( ^ ) =^ (7) 
kL V g / 55 

Equations (2)-(6) can be solved numerically to find <5/, 5%, 
ReL ,, ReL 0 , and Re„ h as functions of the dimensionless 
distance along the condenser section. The numerical pro
cedure starts from the top of the condenser section of the an
nular thermosyphon and proceeds downward. This problem is 
governed by five dimensionless parameters: pL/pv, fiL/.^v, N,, 
N0, and K*. The accuracy of the numerical solution was 
checked by systematically varying the grid size uniformly and 
nonuniformly (power-law) and the results for different grid 
sizes were compared to the extrapolated results of an in
finitesimal grid spacing. The final results are obtained by us
ing power-law grid spacings so that a smaller grid spacing is set 
in the region with a sharp change of the condensate film 
thickness. A total of 50 grids were used for the presentation of 
the final results. 

3.2 Empirical Correlation for the Flooding Limit of Closed 
Two-Phase Conventional Thermosyphons. There are two 
major fundamental correlations for predicting the flooding 
limit of closed two-phase thermosyphons. The first one is 
Wallis' correlation (1969), which is characterized by a balance 
of the inertial and hydrostatic forces. The second is the 
Kutateladze two-phase flow stability criterion (1972). Wallis' 
empirical correlation is based on results from open channel 
water-gas experiments. Two coefficients in Wallis' correlation 
must be determined by experiment because they are dependent 
upon the design of the pipe. In Kutateladze's correlation, the 
effect of the diameter of the pipe is not included. For small 
tubes, the diameter of the vapor flow passage plays an impor
tant role in the flooding characteristics. It was shown by 
Wallis and Makkenchery (1974) that the Kutateladze criterion 
produces a good correlation of the results for pipes with large 
diameters, but for small-diameter pipes the effect of the 
diameter should be considered. 

Based on the stability analysis at the liquid-vapor interface, 
Prenger (1984) proposed a correlation for flooding in dimen
sionless form. This is basically the same as the Kutateladze 
correlation with K =3.2 being replaced by K=\fli in the 
Prenger correlation. In fact, these two numbers are the square 
root of the coefficients of the upper and lower limits in the 
Taylor instability criterion for the critical wavelength. 

The shortcoming of Wallis' correlation is that the effect of 
surface tension is not taken into account. The effect of surface 
tension is important to the hydrodynamic and heat transfer 
characteristics of gas-liquid systems. Physically, increasing 
the surface tension means that a higher pressure difference can 
be sustained across a film surface without forming waves. 
Tien and Chung (1978) combined Kutateladze's correlation 
for cases with j L = 0 by an analogy to the Wallis correlation in 
order to account for the diameter of the pipe and surface ten
sion effects. This correlation resulted in a good agreement 
with experimental data for certain working fluids, but large 
deviations were found when water was used as the working 
fluid. 

Bezrodnyi (1978) proposed a correlation similar to 
Kutateladze's with the Kutateladze number being determined 
by the vapor pressure and other properties. Imura et al. (1983) 
compared a number of existing empirical correlations with a 
large number of experimental data. The results showed that 
Sakhuja's correlation (1973), Katto's correlation (1978), and 
the correlation developed by Imura et al. (1977) under-
predicted most of the results when water was used as the work
ing fluid, while Bezrodnyi's correlation overpredicted most of 
the experimental data no matter what working fluid was used. 
The results from all of these correlations deviated significantly 
from the experimental results. Imura et al. (1983) also pro
posed a new empirical correlation that is similar to 
Kutateladze's correlation, with the Kutateladze number being 
determined by the ratio of the density of the liquid to that of 
the vapor. In that correlation the effect of diameter was not 
included. 

The objective of this section is to improve the existing cor
relation, which predicts the flooding limit for different types 
of working fluids. Starting with the Wallis correlation (1969), 
we have 

<Jt)W2 + <JDl/2 = Cn (9) 

where 

J!=JiP\n [gL(pL - p„)] " 1 / 2 (i = L, v) 

C„, = 0.7~1.0 

Wallis suggested that the liquid film would always flow up
ward if y*> 1 and would flow downward wetting a dry wall 
below it if j*<0.5. In the present study, Cw = 1.0 was chosen. 
Thus, y*=l is considered to be the case of total flooding 
(/2=0). Tien and Chung (1978) extended Kutateladze's cor
relation for cases with j L = 0 by an analogy to the Wallis cor
relation 

(Kv)^ + (KLy/2 = Ck (10) 

where 

K, =jiPy2[go{pL-Pu)]-i/4 ( /=/, ,v) 

Comparing equation (10) with Wallis' correlation equation (9) 
gives 

r ( Q \ 4 / O \ l / 2 

The critical wavelength of the Taylor instability is 

Lciit = (2TT ~ 2m/3) J - 7 — ^ (12) 
V g(j>L-Pv) 
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Setting equation (11) equal to equation (12) and choosing the 
upper limit in equation (12) results in 

(•£-)' =3.22 , - = V3̂ 2 

If we let Cw = 1.0, the previous equation gives Q. = V3.2. 
K=Cl = 3.2 is really the Kutateladze number for flooding, 
which does not consider the effect of diameter as mentioned 
previously in this section. According to the experimental 
results of Wallis and Makkenchery (1974), the Kutateladze 
number decreases as the dimensionless diameter, or Bond 
number, decreases. 

If the characteristic length is set equal to the diameter, equa
tion (11) gives 

or 

C 
-=Bo' (13) 

This indicates that Ck is a function of the Bond number. 
With reference to the variation of the Kutateladze number ver
sus the Bond number in the paper by Wallis and Makkenchery 
(1974) with j* = 1.0, the function y = tanh x is introduced to ac
count for the effect of the diameter on the flooding limit. If we 
let x=Bo1/4, equation (13) results in 

3.2 tanh Bo1/4 with C„ = 1.0 

or 

{Kv)
in + (KL)l/2 = V3.2 tanh Bo1/4 = C, (14) 

This correlation was found to be highly accurate in predict
ing the flooding limit with water as the working fluid. The ex
perimental deviations from this correlation are within 15 per
cent. For other fluids the deviations are more significant. It is 
noticed that for different working fluids, the variation of the 
ratio of the density of the liquid to that of the vapor is quite 

different within the same temperature range. Using the ex
perimental results for different working fluids, the following 
correlation is proposed: 

K=C\= (J]L\ °'14 tanh2 Bo1/4=i? tanh2 Bo1/4 (15) 

or for the maximum heat transfer rate 
--KhfsA[ga(pL 

[Po1M + PLml- (16) 
Equation (15) is a combination of the correlations 

developed by Tien and Chung (1978) and Imura et al. (1983). 
It should be noted that in Tien and Chung's correlation 
(1978), the argument of the hyperbolic tangent in equation 
(14) is 1/2 Bo1/4 rather than Bo1/4. 

Figure 3 shows the variation of the modified Kutateladze 
number with respect to the Bond number for R = 3.2 and 2.0. 
The experimental data corresponding to the parameters in 
Table 2 are also plotted in Fig. 3. For the case of R = 3.2, the 
varition of K is similar to Wallis' experimental data (1974) of 
water with j* = 1.0, which is the criterion for the present 
derivation. Figure 3 shows that for most of the experimental 
data of water with # = 2.81—4.34 are around the curve 
R = 3.2, and the data of Freon 113, ethanol, and methanol 
with R = 1.62 ~ 2.43 are around the R = 2.0 curve. For the ex
perimental data of Freon 113, ethanol, and methanol, the 

10 15 
Bond Number, Bo 

Fig. 3 Variation of the modified Kutataladze number versus the Bond 
number 

Table 2 Range of experimental parameters and specifications for the flooding limit of two-phase closed thermosyphons 

1 

Test 
liquid 

Water 

Freon 113 

Ethanol 

Methanol 

2 

Investigator 

H. Nguyen-Chi 
et al. (1979) 

H. Imura 
et al. (1983) 

Nguyen-Chi and 
Groll (1981) 

M. Groll and 
Spendel (1984) 

Present 
(conventional) 

H. Imura 
et al. (1983) 

H. Imura 
et al. (1983) 

T. Fukano 
et al. (1983) 

3 

Inside 
diameter 
D, mm 

7.0 
10.0 

13.1 
13.1 
13.1 

17.0 
17.0 
17.0 

34.0 
34.0 

15.9 
15.9 

13.1 
13.1 

19.4 
19.4 

20.9 

4 

Working 
temperature, 

"C 

50 
50 

40 
60 

100 

30 
40 
60 

50 
90 

56.5 
53.4 

50 
65 

70 
90 

77 

5 

Bond 
number 

Bo 

2.64 
3.78 

4.90 
5.0 
5.23 

6.29 
6.35 
6.49 

12.84 
13.42 

15.54 
15.30 

12.46 
12.96 

11.23 
11.43 

13.23 

6 

PL 

Pv 

11,929 
11,929 

19,846 
7562 
1597 

34,268 
19,846 

7562 

11,929 
2297 

135 
151 

171 
108 

184 
280 

364 

7 

v P« ; 

3.72 
3.72 

4.0 
3.49 
2.81 

4.31 
4.0 
3.49 

3.72 
2.96 

2.01 
1.96 

2.05 
1.93 

2.43 
2.20 

1.62 

8 

Symbols 
in 

Fig. 3 

X 

V 
+ 
o 
O 

m 

x 

• 
o 
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results are also close to Tien and Chung's prediction as well as 
Wallis' correlation with Cw = 0.7, but a large deviation occurs 
with water as the working fluid. Choosing the upper or lower 
limit for Cw will make a significant difference in the prediction 
of the critical heat flux. Figure 3 illustrates a good agreement 
of the results of the present correlation with the experimental 
data of the conventional thermosyphon for different working 
fluids. For annular thermosyphons it is recommended to 
modify equation (15) to predict the maximum heat transfer 
rate with the diameter D being replaced by the hydraulic 
diameter. However, more experimental results, other than 
those reported in Section 4.1, are needed to modify this equa
tion with different working fluids and diameters for concen
tric annular thermosyphons. 

TJ'c) 

300 

1 1 1 

6, = 750 W 
Q0 = 2300 W 

1 1 

C24 

C19 

/VC 3 

C16 

0 2 4 6 8 10 12 

Time (min) 

Fig. 4(a) Adiabatic temperature variation at the flooding limit of the an
nular thermosyphon 

4 Results and Discussion 

4.1 Flooding Limit and Oscillation Phenomenon 
(A) Annular Thermosyphon. In Fig. 4, the transient 

phenomenon of the flooding limit is illustrated. The working 
fluid used in this thermosyphon was Freon 113. The liquid 
charge was 171 cc, which brought the height of the liquid pool 
to 20 percent of the total length of the pipe. As shown by Fig. 
2, this brings the pool surface to just below thermocouple 
C19. The outer wall thermocouples C14-C18 and the inner 
wall thermocouples C2-C4 are all within the liquid pool 
region. Thermocouple C28 is located in the middle of the 
adiabatic section and was used to measure the vapor 
temperature. 

Constant low temperatures at the evaporator wall were 
observed up to a total heat input of 2730 W. The heat input 
was gradually increased until the readings at thermocouple 
C28 started to fluctuate. This critical point was reached at a 
total heat input of 2950 W. This temperature fluctuation ap
pears to be the onset of liquid entrainment. The entrainment 
of the liquid is a result of liquid being caught up in the vapor 
flow due to shear forces at the liquid-vapor interface. The 
vapor velocity is not high enough to maintain all of the en
trained droplets in its flow, so some of the droplets fall back 
through the adiabatic section, rewetting the area of ther
mocouple C28. This results in small temperature fluctuations 
at thermocouple C28. As more heat was input to the ther
mosyphon, the temperature fluctuation at C28 became more 
pronounced, as shown in Fig. 4(a). When the total heat input 
reached 3050 W (Q, = 750 W, Q0 = 2300 W), it was noted that 
the temperature fluctuations at C28 had a longer period than 
before. At the same time, dryout in the evaporator section 
began. This is demonstrated by the temperature variations 
with time at thermocouples C3, CI6, CI9, and C24 shown in 
Fig. 4(b). In this case, dryout of the pipe surface occurred first 
near the liquid-pool surface, i.e., near thermocouple C19. 

Using the Reynolds number calculated for the liquid film, 
there are waves present on the liquid film. According to 
Negishi's observations (1984), the condensing liquid film is in 
the form of a rivulet. Weber-Carstanjen and Busse (1984) 
observed and concluded that with the formation of waves on 
the surface of the rivulets, a dynamic pressure drop at the 
wave fronts can be produced by the vapor. This pressure drop 
adds to the pressure drop caused by the liquid flow resistance 
at the wall. These combined pressure drops must be overcome 
by the hydrostatic pressure for the condensate to flow back to 
the evaporator. When the vapor velocity increases to the point 
where the hydrostatic pressure drop cannot overcome the 
combined pressures, the liquid condensate does not reach the 
evaporator. This phenomenon completely stops the flow of 
condensate to the evaporator, resulting in local dryout at the 
surface of the liquid pool first. This is demonstrated by the in
itial temperature increase at thermocouple C19 followed by a 
temperature increase at thermocouple C24, as shown in Fig. 
4(b). With the liquid not returning to the evaporator, the 
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Fig. 4(b) Evaporator temperature variation at the flooding limit of the 
annular thermosyphon 

vapor flow decreases and the dynamic pressure drop at the 
wave fronts diminishes along with a system pressure drop. 
This system pressure drop is shown in Fig. 4(a). By comparing 
Fig. 4(a) to Fig. 4(b), it can be seen that as the system pressure 
changes, the temperatures at thermocouples C19 and C24 
change in the opposite direction compared to the temperature 
at thermocouple C28. Along with the decrease in the dynamic 
pressure drop, the large flow area now allows the hydrostatic 
pressure drop to force the liquid condensate into the adiabatic 
section. This causes the temperature decrease at ther
mocouples C19 and C24 and the corresponding temperature 
increase at thermocouple C28 as shown in Figs. 4(a) and 4(b). 
It is believed that the temperature increases at thermocouples 
C19 and C24 are not very pronounced due to their close prox
imity to the heater coils. The wall surfaces at the lower end of 
the evaporator were then rewetted and the corresponding wall 
temperatures dropped off abruptly as shown in Fig. 4(b). 

With two exceptions, the phenomena observed for the an
nular thermosyphon were very similar to what Fukano et al. 
(1983) observed for conventional thermosyphons. The first ex
ception is that the oscillation of the temperatures in the 
evaporator section is not as pronounced as Fukano et al. 
(1983) observed. This is probably due to the thermocouple 
location being too close to the heater coils in the present ex
periment. It is also believed that the heater cement leveled out 
the wall temperature in the evaporator section and reduced the 
magnitude of the oscillations compared to Fukano et al. 
(1983). The second exception is the lack of periodicity in the 
temperature oscillations in the evaporator section of this ex
periment compared to the experiment of Fukano et al. (1983) 
where the oscillations were periodic. 

The flooding limit for this experiment was defined as the 
point where the adiabatic temperature oscillation became 
significant and large temperature excursions occurred at the 
heated wall. This condition is assumed to be the "total 
flooding" used to derive the existing flooding correlation. The 
experimental data for Q have an accuracy of ±25 W. 

(B) Conventional Thermosyphon. The experiment for 
the flooding limit was also performed for the conventional 
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thermosyphon. Phenomena similar to what were observed for 
the annular thermosyphon were also observed in the conven
tional thermosyphon. The one exception to this is the small 
oscillation of the adiabatic temperature. In addition, a 
temperature increase followed by an abrupt temperature drop 
at thermocouple C16 in the liquid pool region was noticed. 

4.2 Reflux Heat Transfer Coefficients. The theoretical 
results and Nusselt predictions for the dimensionless conden
sate heat transfer coefficients are listed with the corresponding 
experimental results in Table 3 for the annular thermosyphon. 
In Table 3 the subscripts P and E denote the predicted and ex
perimental average Nusselt numbers, h(v\/g)xn/kL. The 
subscript N denotes the average Nusselt numbers found using 
Nusselt's solution for a vertical plate with stagnant vapor. For 
all of the cases the predicted mean Nusselt numbers were 
averaged over the length of the condenser section. The in
fluence of interfacial shear is not significant for the cases in
volving the concentric annular thermosyphon with Freon 113 
and acetone as the working fluids. This is generally in agree
ment with the previous results (Seban and Faghri, 1984; Chen 
et al., 1984) for conventional thermosyphons. The small 
decrease in the Nusselt number is due to the countercurrent 
vapor flow. On the other hand, the experimental coefficients 
for heat transfer in general were higher than the predicted ones 
and increased as the liquid Reynolds number increased. This 
increase in the heat transfer coefficients was attributed mainly 
to the waviness of the film, which enhances heat transfer. The 
experimental data at low Reynolds numbers agree closely with 
the values predicted by including the effect of interfacial 
shear. This general trend was observed by Faghri and Seban 
(1985) in the analysis of evaporation in wavy falling liquid 
films. Although the analysis given by Faghri and Seban (1985) 
was for evaporation where the average film thickness over a 
wavelength did not vary significantly with distance, the 
analysis can be applied to the case of condensation where the 
average thickness varies more significantly. In this wavy 
analysis, the increase in heat transfer was due to the contribu
tion of convection because of mixing as well as the two-
dimensional nature of the conduction that exists because of 
the variation of the liquid layer thickness. In the paper by 
Faghri and Seban (1985), the convection made the largest con
tribution to the increase in heat transfer. Unfortunately, a 
direct comparison of the present experimental results with the 
analysis for wavy flow given by Faghri and Seban (1985) is im
possible due to the lack of the properties of the waves for the 
cases presented in Table 3. However, the trend and the order 
of magnitude for the increase is very close to the cases with the 
same liquid Reynolds number as given by Faghri and Seban 
(1985). 

Figure 5 shows the variation of the condensate film 
thickness along the length of the condenser section with three 
different LTs corresponding to cases 5, 9, 16 as listed in Table 
3. These values of the condensate film thickness were 
calculated using the analysis presented in Section 3.1 as well as 
Nusselt's solution. Since the results for both the inner and 
outer walls were so close to each other, only the outer wall 
results are plotted here. It is clearly seen that the present 
results including the effects of interfacial shear are greater 
than Nusselt's predictions along the condenser with an in
creasing trend toward the adiabatic section. This is because the 
interfacial shear stress reduces the velocity of the falling liquid 
film and thus results in a thicker liquid film. Figure 5 also 
shows that as AT increases, the deviation increases between 
Nusselt's solution and the results that include the effect of in
terfacial shear. The higher values of AT correspond to larger 
mass flow rates, which increase the effect of the vapor shear 
when the vapor temperature remains the same. For the present 
experiment, the vapor temperature Tv increased as AT 
increased, so the effect of the vapor shear was less pronounced 
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Fig. 5 Variation of the outer wail condensate film thickness of the an
nular thermosyphon along the condenser 

than if the vapor temperature was held constant. Since the 
film thickness is inversely proportional to the heat transfer 
coefficient, smaller values of heat transfer are predicted by the 
analysis including the effect of interfacial shear than by 
Nusselt's theory. 

5 Conclusions 

Flooding and reflux heat transfer coefficients determine the 
performance characteristics of two-phase thermosyphons. A 
series of experiments were performed to examine the flooding 
limitation and the reflux heat transfer coefficients for a con
ventional and a concentric annular thermosyphon. The ex
perimental results for the heat transfer coefficient were com
pared with values calculated by extending Nusselt's theory to 
include the variation of the interfacial shear along the length 
of the condenser section. It was found that for conventional 
and annular thermosyphons at low liquid Reynolds numbers, 
the experimental data for the heat transfer coefficients agreed 
with the predicted values, but at higher liquid Reynolds 
numbers the predicted values fell below the experimental data. 
This significant increase in the heat transfer coefficient was at
tributed to the increase in the liquid film surface area as well as 
the mixing action due to waves at the vapor-liquid interface. 
An improved correlation was obtained to predict the flooding 
limit for conventional thermosyphons using present and 
previous experimental data for different working fluids. To 
propose a valid correlation for predicting the flooding limit of 
concentric annular thermosyphons, many more experimental 
data using different working fluids and annular sizes are 
required. 
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Approximate Solution-— 
One-Dimensional Energy Equation 
for Transient, Compressible, 
Low Mach Number Turbulent 
Boundary Layer Flows 
Unsteady surface heat-flux and temperature profiles in the transient, compressible, 
low Mach number, turbulent boundary layer typically found in internal combustion 
engines have been determined by numerically integrating a linearized form of the 
one-dimensional energy equation. An empirical relation for n,/^ has been used to 
consider turbulent conductivity. Approximate solutions have been acquired by 
multiparameter fits to the numerical solutions. Comparisons of the approximate 
solutions with motored engine experiments show good agreement. 

1 Introduction 
Transient, low Mach number, compressible boundary layers 

exist in the combustion chamber of internal combustion 
engines where boundary movement by the piston and combus
tion cause significant transient pressure variations. The time-
dependent three-dimensional turbulent flow, significant 
pressure change, and combustion make it necessary to model 
in-cylinder processes with multidimensional models. Because 
the boundary layer is, in general, thin relative to the grid size 
of normal three-dimensional calculations, and because typical 
turbulence models are not applicable in the viscous sublayer, 
some relationship describing the boundary layer must be 
employed to determine temperatures and velocities at the com
putational nodes adjacent to the wall. For example, the three-
dimensional hydrodynamic computer program KIVA 
(Amsden et al., 1985) uses the law of the wall to calculate sur
face friction and heat flux. However, application of the law of 
the wall to calculate heat flux may produce errors since the 
analogy between velocity and temperature no longer exists 
when the pressure change becomes significant. A different 
relationship for this type of turbulent boundary layer is 
necessary, even if only the pressure change is considered. 

Heat transfer in engines is a very complicated phenomenon 
(Borman and Nishiwaki, 1987). Although in-cylinder heat 
transfer is essentially three dimensional, it is difficult to study 
the three-dimensional turbulent boundary layer either 
analytically or numerically. A one-dimensional study has been 
done here. In addition, the analysis here considers only the ef
fect of the pressure change on the boundary layer, which cor
responds to the actual engine condition during compression 
and the case of a motored engine. The effects of combustion 
on the boundary layer remain to be considered. 

In the current study, a linearized and normalized partial dif
ferential equation for the transient compressible turbulent 
boundary layer has been formulated. Its response to a unit 
step function, which corresponds to a step pressure increase, is 
unique. By applying multiparameter curve fitting to the 
numerical solution of the step function response, simple func
tions have been found that can also be seen as an approximate 
solution. Then, by employing Duhamel's theory, the instan

taneous surface heat flux or the temperature distribution in 
the boundary layer for an arbitrary pressure history can be 
determined. 

2 Previous Studies 
Efforts to solve the one-dimensional energy equation 

analytically have been pursued for some time (Dao et al., 
1973; Elser, 1955; Greif et al., 1978; Isshiki and Nishiwaki, 
1970; Nikanjam and Greif, 1978; Oguri, 1960; Pfriem, 1940). 
In general, the energy equation is linearized by the elimination 
of nonlinear terms. First, a Lagrangian coordinate is used to 
eliminate the convective term. Then, a dependent variable 
4> = T/Ta is introduced to eliminate the pressure term. For 
laminar flow, it is not difficult to solve the linearized PDE 
(Greif et al., 1978; Isshiki and Nishiwaki, 1970; Nikanjam and 
Greif, 1978; Pfriem, 1940). However, for the compressible 
turbulent boundary layer, determining the turbulent conduc
tivity k, correctly and solving the equation becomes more dif
ficult. Elser (1955) and Oguri (1960) introduced an effective 
conductivity for turbulent flow 

kx Tx L \PJ yx\ 
This relation neglects the influence of local flow, the pressure 
term incorrectly predicts that increasing pressure will decrease 
the conductivity in the same Lagrangian coordinate, and the 
linear increase with y means the viscous-dominated layer is 
neglected. Dao et al. (1973) have also modeled the turbulent 
conductivity according to 

— = 0.00156 (—— 
k \ P, 

\ 0.75 / C\ 0.14 / T \ < S«-CR) (!) (4-) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
26, 1988. Keywords: Modeling and Scaling, Transient and Unsteady Heat 
Transfer, Turbulence. 

They also added a term to the energy equation to include ef
fects from large-scale turbulence. Hence the effects of tur
bulence were considered by both turbulent conductivity and a 
new term in the energy equation. Because the turbulent con
ductivity is related only to global flow information rather than 
local flow information, the local heat flux cannot be modeled 
correctly if the air flow in the central core is not well behaved. 
Furthermore, it is necessary to determine constants that de
pend on specific experimental data for application of this 
model. 
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In the studies mentioned, the initial conditions were very 
simple; initial gas temperature was uniform and equal to the 
wall temperature. However, in IC engines, the wall 
temperature is typically higher than the gas temperature dur
ing the intake process and the initial boundary layer is 
probably formed during the intake process. At some point 
during the compression process Tm = Tw; however, this does 
not mean that the gas temperature is uniform, and the heat 
flux is zero. 

3 Linearized and Normalized Energy Equation 

The following assumptions and restrictions were used in the 
derivation of the linearized energy equation: 

1 Derivatives parallel to the wall are assumed to be zero, 
i.e., the phenomenon is assumed to be uniform parallel to the 
wall. This is probably a reasonable assumption for engine 
flows that are dominated by swirl motion. However for engine 
flows that are not swirl-dominated, it is likely that this 
assumption would not be valid. 

2 The mechanisms for momentum and heat transfer are 
similar to those occurring in boundary layers of turbulent, 
steady-state, incompressible flows. Thus relationships relating 
the turbulent viscosity to the absolute viscosity from incom
pressible flow are assumed to be acceptable. In addition, the 
turbulent viscosity is assumed to be proportional to the tur
bulent conductivity. Again these assumptions are most likely 
to be valid in engines with swirl-dominated flows. In any en
vironment, large-scale transport of momentum from 
interactions of the boundary layer and the free stream or core 
turbulence would invalidate these assumptions. 

3 The pressure is assumed to be uniform in space, i.e., 
P = P{t) only. This is typically true in engines in the absence 
of knock, as the time to achieve pressure equilibrium is very 
short relative to other phenomena in the combustion chamber. 

4 The gas conductivity is proportional to the absolute gas 
temperature. 

5 The gas in the chamber is assumed to be ideal. 
The one-dimensional energy equation for a pure ideal gas 

pC„ 
dT dT 

+ PVC„ = 
dt ' 3 j 

d / dT\ dP 

= 3y(<k + k < ) dy)+dt (1) 

can be expressed in Lagrangian coordinates 

*L=JLJ-(JLk(1+HL)JlL)+. 
dt pQ dy' \p0 V k / dy' / 

The relation between Lagrangian coordinates and Eulerian 
coordinates is 

pcp 

dP 

~dT 
(2) 

- \ ° Po 
dy (3) 

Since p=P/RT, R = Cp - C„, and X = Cp/Cv, equation (2) can 
be expressed as 

dT k0 3 

dt p0Cp dy' \k0p0 

/ kp / kt\ dT\ 

' \knPn V + k) d y ' / 

X - l T dP 

\ ~P~ dt 

(4) 

The following relations can be used to simplify equation (4). 
Far away from the wall, the gas is assumed to be compressed 
isentropically 

x 
— = ( ^ - ) x l (5) 
P0 \ T0 J 

The assumption that gas conductivity is proportional to ab 
solute temperature, following Isshiki and Nishiwaki (1970) 
gives 

kp P 

^oPo 
(6) 

The relation between k and /* can be described by 

k, _ Pr ix, 
k Pr, n 

Finally, following Isshiki and Nishiwaki (1970), the dependent 
variable 

(7) 

Hy',t) = 
T(y',t) 

T(oc, t) 
Equation (4) becomes 

d<t> 
= a0 Po dy' 

d24> P d / P r n, d<t> / P r n, d<j> \ 

' VPr, a dy') P0 dy' V P r , n dy 

(8) 

(9) 

N o m e n c l a t u r e 

a = 
B = 
C = 
c = 

C„ = 

CR 
k 
I 

n 
P 

Pr 
Q 
R 
r 

constant = 0.06 
wall roughness constant 
empirical constant 
engine clearance height at 
TDC 
specific heat at constant 
pressure 
specific heat at constant 
volume 
engine compression ratio 
gas conductivity 
characteristic 
length = /xlv/(/cp0«*) 
engine speed, rpm 
gas pressure 
Prandtl number 
heat flux 
gas constant 
radius from cylinder 
centerline 
instantaneous distance be
tween cylinder head and 
piston of engine 

SR = 
T = 
t = 

U = 

0 = 

V = 

engine swirl ratio 
gas temperature 
time 
dimensionless variable as 
part of </> 
unit-step-function response 
of U 
friction velocity = {rw/p)m 

dimensionless variable as 
part of 4> 
coordinate normal to wall 
Lagrangian transform 
coordinate 
dimensionless distance 

u* \lpdy 

a = thermal diffusivity 
e = Pr/Pr ( 

7) = dimensionless distance = y'/I 
6 = dimensionless time 
K = Karman constant = 0.41 
X = specific heat ratio = Cp/Cv 

v 
P 
T 

<t> = 

viscosity 
kinematic viscosity 
density 
transformed time 

= \ <*o 
0 Pn 

dt 

dimensionless 
temperature = (T/T„ - 1) 
engine speed, rpm-2Tr/60 

Subscripts 

0 
1 
b 
t 

tank 
max 
mm 

w 
0 0 

= 
= 
= 
= 
= 
= 
= 
= 
= 

initial conditions 
standard conditions 
bulk 
turbulent 
intake tank 
maximum in cylinder 
minimum in cylinder 
wall 
outside boundary layer 
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3 0 -

3. 

^ 2 0 -

10-

Equation (12) 

Mellor (1968) 

Reichardt (1951) 

Fig. 1 Ratio of turbulent viscosity to molecular viscosity 

where a0 = k0/p0Cp. The boundary conditions and initial con
dition of equation (9) are 

«0,,)=-^4--l=/<» 
T(oo, t) 

* ( > ' , 0 ) = 

(10) 

T(y',0) 
T(<x>, 0) •i=A0)g(y') 

where g(y') is a function of y', corresponding to the initial 
boundary layer existing at the beginning of the compression 
process. 

The derivation up to this point has followed the work by 
Isshiki and Nishiwaki (1970), with exception of the turbulent 
diffusion term and the initial condition, which is nonzero. 
Isshiki and Nishiwaki made the transformation dr= (P/P0)dt 
and solved the equation. When the turbulent diffusion term is 
considered, it is more difficult to solve equation (9). First, a 
relation for nt/fn must be considered. Empirical expressions of 
\i.t/\L for incompressible turbulent flow include: 

Reichardt (1951): 

H,/n = K(y+ - 5 t a n h ( y + /5)) 

Mellor (1968): 

/*,/**= ( / cy + ) 4 / [ ( xy + ) 3 + 328.5)] 

(11a) 

(11 A) 

Both relations are plotted in Fig 1. To make the energy equa
tion easier to solve, a new relation was formed to fit the 
Reichardt and Mellor relations. This new relation is 

li,/lj. = Ky+[l-exp(-2aKy + )] (12) 

where a = 0.06. This equation is compared with the other two 
in Fig. 1. As shown, results are very similar for three relations. 

Next, a characteristic length was chosen to normalize the 
energy equation. Because the one-dimensional model 
describes local phenomena, the characteristic length / should 
contain only local properties. An appropriate characteristic 
length is given by 

1 = H„/(KP0U*) 

The nondimensional length will be 

(13) 

v=y'/i (14) 

The advantage of such a choice of / can be seen below. Since 

K.yA Kp0W 

•I.'- •dy = r, (15) 

the relation (12) can be expressed as 

/*///* = i7 [ l -exp(-2a i7) ] 

Instead of the transformation dr=(P/P0)dt, the trans
formation 

(16) 

dr-- a0 dt (17) 
P0 P 

is used to define the nondimensional time. Substituting equa
tions (14)-(17) into equations (9) and (10), and letting 
e = Pr/Pr, = const, the linearized and normalized energy equa
tion is given by 

d<t> d2<j> d 

drj2 dr, [iKi- exp( - 2«ij)) 
d<j> 

(18) 

(19) 

dr dr,2 9ij L ' v rK dr, 

with initial and boundary conditions given by 

*(0 ,T)=/ ( r ) 

0 ( o o , T ) = 0 

<t>(r,,0)=f(0)g(r,). 

The function <f>(rj, r) can be defined as the sum of the two 
functions to deal with the two nonhomogeneous conditions 

<l>(r,,T) = U(r,,T)+V(r,,T) (20) 

Since equation (18) itself is a linear equation, the problem can 
be divided into time-dependent (U) and (10 problems 

dU d2U d r dUl 
+ e — [r/(l-exp(-2tfT))) - y - J 

U(0,T)=f(T)-f(0) (21) 

£/(oo ) T)=0 

£ / ( I J ,0 ) = 0 

dr dr,2 

and 

dV d2V d 

drj2 dr, 

dV 

dr/ 
U ( l - e x p ( - 2 a i j ) ) 

V(0, T) =/(0) (22) 

K(oo,T) = 0 

V(y,0)=f(0)g(r,) 

Duhamel's theory can be employed in solving equation (21). 
Once the unit-step-function response U of equation (21) is 
found through 

3U d2u d 
dr dr,2 dr, 

»j(l-exp(-2tfij)) 

U(0,T)=1 

dU 

dr, -

(23) l/(oo, T ) = 0 

£7(T/ ,0) = O 

the solution of equation (21) can be acquired by Duhamel's 
integral 

df(0) 
U(r,,T)=V U(r,,T~ 

J0 = O 
9) 

de 
dd (24«) 

dd (24b) 

and 

dU(y, T) I = n dU(r,,T-d) I df(6) 

dr, h = o J 8 = 0 dr, l>>=0 d6 

The solution of equation (22) can be acquired from the solu
tions of equation (23). The function f(0)g(r,) in equation (22) 
describes the initial boundary layer formed before compres-
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sion in a period of time T0. If 9 represents a different dimen-
sionless time variable starting at T = — T0, the thickness of the 
initial boundary layer at 0 = 0 will be zero, and equation (22) 
can be rewritten as 

dV d2V 

3T)2 - + e 
d 

[i?d- exp( - 2ai\)) 
8V 

(25) K(0, 6) =/(0) 

K(oo,e) = o 
K(ij,0) = 0 

Because equation (25) is of the same form as equation (23), 
with similar initial and boundary conditions, the solution will 
be similar, that is, 

V(v,0)=AO)O(v,r) 

dV(v, 6) 
=/(0) 

dU(V, T) 

Rewriting in terms of T, equations (26) become 

V(V,T)=f(.0)U(r,,T + T0) 

dV(y, T) 

drj 
=/(0) 

dU(v, T + r0) 

dij 

(26) 

(27) 

4 Approximate Solutions of Equation (23) 

Analytical solutions to equation (23) have been acquired by 
employing a regular perturbation method. Here, however, are 
described the approximate solutions found by fitting 
numerical solutions of these equations. 

The numerical solutions of equation (23) were acquired us
ing a finite difference procedure, similar to that suggested by 
Patankar (1980). In this procedure, the region of interest is 
subdivided into N control volumes, and the finite difference 
form of the equations is integrated over each of these control 
volumes. The Crank-Nicolson scheme was used in the 
discretization process, and the acquired algebraic equations 
were then solved directly. In computing the numerical solu
tions, N was as large as 10,000 with node spacing A17 as small 
as 0.005. Typical time steps AT were 3.125 x l O - 5 . The con
stant e in equation (23) was taken as 0.72. 

After determining the numerical solutions, a set of func
tions was fit to the numerical results. This was done to pro

duce simple approximate relations that could be used to 
replace the empirical relations currently used in multidimen
sional calculations. The fitted function to the numerical solu
tion of equation (23) is 

£/(„, r) = e x p [ - ( - L + 0 . 0 6 ) / ( - i - + 0.06) (28) 

Comparisons with the numerical solution are shown in Fig. 2. 
The curve fits match the numerical solution well up to the 
dimensionless time r of 2560, which corresponds to the length 
of time of the compression process for an ordinary IC engine. 

Although the derivative of U at r\ = 0 can be acquired by 
derivation of equation (28), the result is not very precise. This 
is because the fit was done considering the whole range of 
dimensionless distance J/(0 to 00), rather than only considering 
the range where r; approaches zero. To get a more precise 
derivative of U at 1/ = 0, curve fitting was performed to the 
numerical value of AdU/d-q at r) = 0, which is the difference 
between the numerical solution of equation (23) and the 
numerical solution of equation (23) with e = 0, i.e., no tur
bulent diffusion. The reason for not fitting the numerical 
results of equation (23) directly was to avoid fitting a curve 

• » numerical 

results 

Equation (29a) 

Equation (29b) 
"i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 i 1 1 1 1 1 1 1 1 1 r 
0 10 20 30 40 50 

Fig. 3 Difference of derivatives of 0 at the wall surface 

Fig. 2 Dimensionless variable 0 versus dimensionless distance at dif
ferent dimensionless times 

Crank Angle (degree) 
Fig. 4 Engine pressure data from Dao (1972) 

622/Vol. 111, AUGUST 1989 Transactions of the ASME 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



340 

- 1 8 0 
Crank Angle (degree) 

Fig. 5 Wall temperature data from Dao (1972) 
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Dao's experiment 

Approximate solution 

• u*=0.6 m/s 

u*= 0.5 m/s 

s- -o- -o u*= 0.4 m/s 

u*=0.3 m/s " 

u*=0.2 m/s /// 

—50 | i i i i i i i i | i i i i i i i i | i i i i i i i i 
- 1 8 0 - 9 0 0 90 

Crank Angle (degrees) 
Fig. 6 Comparison of measured heat flux from Dao and sensitivity of 
model predictions to choice of u* 

that approaches infinity when dimensionless time approaches 
zero. The acquired function from curve fitting is 

U = - 0.082 (1 - exp(- vr/3)) (29a) 
drj ,=o 

or 
dU 

dri 
= - 0.085(1 -exp( -vr /3 .1 ) ) + 0.00016 Vr" (29b) 

The derivatives calculated from equations (29a) and (29b) are 
compared to the results from the numerical solution in Fig. 3. 
Equation (29b) is a better fit at larger r, while equation (29a) is 
adequate for Vr less than 16, and is a simpler relation. Finally, 
since the derivative of U for laminar flow is known, the 
derivative of U at t\ = 0 can be expressed as 

dU 1 
, = o 

+ A- du (30) 

5 Comparisons With Experimental Data 

The estimated surface heat fluxes were compared with ex
perimental data from Dao (1972). The measurement was per-

-
4 5 0 -

w 3 5 0 -

a : 
^ 2 5 0 -

£ 1 5 0 -

5 0 -

- - -

- 1 8 0 

— Dao's experiment 
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\i 4 
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^*4r 90C 
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jr ' 

14 CR 
900 rpm 
u*=0.4 m / s 
(calibration 
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Fig. 7 Surface heat flux for different compression ratios 
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i i i i i i i I i i i i i i i i I i i i i i i i i 
- 1 8 0 - 9 0 0 9 0 

Crank Angle (degrees) 
Fig. 8 Surface heat flux for different engine speeds 

formed on a modified Fairbanks-Morse diesel engine, having 
a cylinder bore and stroke of 79.4 and 101.6 mm, respectively. 
The intake valve was shrouded to induce swirl in the cylinder, 
which could be varied by a change in the shroud position. 
Steady-state measurements of swirl ratio produced a max
imum value of 7.15. The cylinder head and piston were both 
modified to produce a pancake-shaped combustion chamber. 
The piston-to-head clearance was variable, for compression 
ratios from 8:1 to 14:1. The surface temperatures were 
measured by thermistors, one of which was located on each 
side of a thin pyrex disk, which was flush-mounted to the 
cylinder head. An analog R-C network was used to determine 
the heat flux through the pyrex disk. In all tests the engine was 
operated in a motored condition. 

Four specific sets of data from the measurements were 
chosen to be compared with the approximate solution. Table 1 

Table 1 Measurement conditions 

Speed, rpm CR Tin, °C kPa 
900 
900 
603 

1202 

8 
14 
11 
11 

24.4 
24.4 
23.9 
23.9 

137.8 
137.8 
137.8 
137.8 

1764 
3550 
2450 
2570 
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shows the measurement conditions. Two of the tests were at 
the same speed, but different compression ratios, and two of 
the test were at the same compression ratio but different 
engine speeds. For all the tests the intake valve was in the same 
position; hence it is assumed that the swirl ratio SR did not 
change for these test conditions. Figure 4 shows the pressure 
histories reduced from the data for each of the run conditions. 
Peak pressure and rates-of-pressure change are functions of 
engine speed and compression ratio, as indicated. 

The ensemble-averaged wall temperatures for each of the 
operating conditions are shown in Fig. 5. Wall temperature 
swings were between 13 and 23 K. Both compression ratio and 
engine speed affect the average wall temperature and 
temperature swing. 

Because the velocity was not determined in the engine ex
periments by Dao, it was necessary to estimate the friction 
velocity for one operating condition, and determine a relation 
between friction velocity and engine speed so comparison 
could be made between the experiments and calculation at 
other operating conditions. There are two steps in determining 
this relation. First, the relation between the engine speed and 
in-cylinder mean flow needs to be determined. Second, a rela
tion between the in-cylinder mean flow and the friction veloci
ty is necessary. Many experimental studies of engine flows 
have shown that the mean swirl velocity is proportional to 
engine speed (for example, Bopp et al., 1986). Thus we have 
assumed that the in-cylinder mean flow for this set of ex
periments is directly proportional to engine speed. Relating 
the friction velocity to the mean flow, consider the logarithmic 
overlap layer equation 

- ^ = — lny++B (31) 
U* K 

At the outer edge of the boundary layer, y+ is large and the 
right-hand side of equation (31) is essentially constant. Hence 
we have assumed that the friction velocity is proportional to 
the free-stream or in-cylinder swirl flow. Using these two 
observations, the relation between u* and engine speed n can 
be written 

u* = C'n (32) 

The calculated heat flux is very sensitive to the magnitude of 
u*, as shown in Fig. 6. For this case, heat flux at any crank 
angle varies linearly with friction velocity. This is the par
ticular operating condition for which the friction velocity was 
determined by best fit to the experimental heat flux. As shown 
in Fig. 6, u*=0.4 m/s was chosen, giving a value of 
C = 4.4xl0"4 m/s.rpm. 

Shown in Figs. 7 and 8 are the comparison between the 
calculated surface heat flux and that measured by Dao, using 
the estimated value of u* from equation (32). In general, it ap
pears that the measured and calculated heat flux are in good 
agreement. The fluctuations observed in the experiment are 
not present in the approximate solution, as would be expected. 
Dao attributed these variations to the effects of turbulent ed
dies on the local heat flux. The measured heat flux appears to 
increase more rapidly than that predicted by the approximate 

solutions early in the compression process. This may be due in 
part to several factors. First, because of shear, the friction 
velocity will tend to decrease during the compression and ex
pansion strokes. A constant value was used in the calculation. 
Second, three-dimensional effects may be important during 
the initial stage of compression, which also were not ac
counted for. In addition, there are small discrepancies in the 
peak heat flux, although these are less than 5 percent in every 
case. 

6 Summary 

1 The one-dimensional energy equation for the transient, 
compressible, low Mach number, turbulent boundary layer 
has been linearized and normalized, utilizing the empirical 
relation of /t,//i from incompressible turbulent boundary layer 
analysis. 

2 Simple approximation solutions of the linearized and nor
malized energy equations were acquired by multiparameter 
fits to the numerical solutions. 

3 The calculated surface heat flux shows good agreement 
with measurements from a motored engine. 
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Flow and Heat Transfer in the 
Space Between Two Corotating 
Disks in an Axisymmetric 
Enclosure 
A numerical investigation was undertaken to characterize the laminar flow and heat 
transfer in axisymmetric coaxial corotating shrouded disk configurations. Attention 
was focused on calculation conditions favoring steady, stable, symmetric solutions 
of the conservation equations. The justification for this is based on velocity meas
urements obtained in a test section that matches the numerical configuration. Cal
culations were performed to investigate the dependence of the flow characteristics 
on disk angular velocity, disk spacing, and the disk-shroud gap width. Conditions 
involving a radial throughflow (blowing) and/or an axially directed disk-shroud 
gap flow were also predicted. In the region of the shroud the results show a strong 
sensitivity of the flow and heat transfer to variations in the flow Reynolds number 
(rotation) and Rossby number (blowing). By contrast, the flow was found to be 
less dependent on the disk spacing and the disk-shroud gap width for the conditions 
investigated. The introduction of an axially directed disk-shroud gap flow signifi
cantly alters the flow and heat transfer characteristics in the region between two 
disks. This finding is important for the improved design and control of corotating 
disk systems. 

1 Introduction 

1.1 The Problem of Interest. Rotating disks give rise to 
complex unsteady three-dimensional flows that are relevant to 
geophysical and biochemical systems, and that also have many 
engineering applications. We are concerned here with the el
emental configuration illustrated in Fig. 1, corresponding to 
magnetic disk storage systems, which are pertinent to the com
puter industry. In this idealized configuration, several disks 
are concentrically and equidistantly fixed along a rotatable 
spindle or hub, and placed in an enclosure where they are made 
to corotate at high speed. Enclosure asymmetries and the pres
ence of objects between the disks contribute to the highly 
complex flow patterns that arise in the spaces between and 
about the disks. These flows affect the transport of heat and 
particulates that may be present in the enclosure. At high speeds 
they induce eddy shedding from obstacles, such as magnetic 
heads and their supporting arms. Such flow and thermal non-
uniformities can affect disk rotational stability and the location 
of a magnetic head relative to the disk. As a result, the read/ 
write characteristics of the head may be drastically affected. 
Particulates suspended in the flow may lodge in the narrow 
space between a head and a disk, thus causing severe system 
failure problems. An improved understanding of the complex 
flows that arise in real disk storage devices is essential for the 
proper operation of these systems. In addition, the basic phe
nomena are also of broad fundamental interest. A study is 
underway at our institution that has focused on measuring and 
predicting the flow between a pair of coaxial corotating parallel 
disks in an axisymmetric enclosure. In this paper we report on 
the numerical component of this effort pertaining to the lam
inar flow regime. 

Although perhaps less important from the practical point 
of view, the flow configuration in the laminar regime displays 

interesting features and its numerical simulation is free from 
turbulence model uncertainties. Therefore, it also provides the 
necessary framework for developing and testing a numerical 
calculation procedure for subsequent turbulent flow calcula
tions. Even this problem is quite formidable and, to render it 
numerically tractable, attention has been restricted initially to 
the axisymmetric geometry illustrated in Fig. 1. Two sets of 
boundary conditions have been investigated, according to the 
type of throughflow allowed, and both assume steady circum-
ferentially symmetric (axisymmetric) flows. In the first case, 
corresponding to the boundary conditions shown in Fig. 2(a), 
the possibility of a radially directed throughflow is allowed. 
This case is possessed of an additional plane of symmetry 
located halfway between the corotating disks. In the second 
case, corresponding to the boundary conditions shown in Fig. 
2(b), various combinations of radially and axially directed 
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Fig. 1 The elemental flow configuration of interest, with relevant length 
scales, coordinate system, and velocity components defined 
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Fig. 2(b) Schematic defining the planes where flow calculation bound
ary conditions are imposed for case of combined radial and axial disk-
shroud gap flow 
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Fig. 2(a) Schematic defining the planes where flow calculation bound
ary conditions are imposed for the case with radial throughflow only 

throughflow are examined. Since the axially directed through-
flow removes the extra degree of axial symmetry present in 
the first case, in the second case it is necessary to calculate the 
flow over the entire region between a pair of corotating disks. 

1.2 Related Work. Rotating disk configurations have 
been investigated extensively and even the literature on highly 
idealized systems is extensive as a result of the large number 
of possible geometric arrangements and flow conditions. Of 
particular interest to this study are the investigations performed 
in corotating, centrally supported configurations of two or 
more disks in axisymmetric enclosures with and without a 
radially directed throughflow in the space between the disks. 
The basic element of interest is illustrated schematically in Fig. 
1, which shows the side view of a pair of centrally clamped 
coaxial disks corotating at an angular velocity 0. Due to the 
imbalance that results from the outward-directed centrifugal 
force and the associated (weaker) inward-directed radial pres
sure gradient, fluid in the boundary layer on the disk surface 
is accelerated radially outward, toward the enclosure or shroud 
side wall, while the bulk of the fluid core moves radially inward 
at lower speed toward the hub. The figure also suggests that 
the two main recirculation cells anticipated in the r-z plane 
do not significantly penetrate the space between the hub at Ri 
and a critical radius Re that depends on the value of 0. This 
is due to the nature of the flow near the hub that, at steady 
state and in the absence of a source (or sink) throughflow, will 
approach solid body rotation. Thus, at very small values of Q 
one anticipates a steady or quasi-steady streamlined motion 
between the disks. As Q increases, the relative motion between 
the rotating disks and the fixed shroud wall also increases and 
it is reasonable to expect radial and circumferential flow insta
bilities to arise, and eventually for a transition to turbulent 
motion to occur in the region where r > Re. 

The flow visualization experiments of Lennemann (1974) 
for a pair of corotating disks in an axisymmetric enclosure 
support the above expectations. They reveal two types of insta
bilities: the first in the form of equi-angular spirals embedded 
in the disk boundary layer; the second in the form of ruptures 
of these spirals by large-scale, circumferentially periodic, ra
dially directed inflows and outflows in the space between the 
disks. The first instability is of the type observed in Ekman 
boundary layers and has been the subject of considerable re

search (see Humphrey, 1986). The second is associated with 
axially directed vortical structures shed from the enclosure side 
wall, which were observed to rotate at about 8/10 of the ro
tational speed of the disks. As a result of the latter structures, 
the bulk of the flow in the space between the disks was observed 
to be periodically indented to yield the shape of a regular 
polygon whose number of sides (equivalent to the number of 
axially aligned vortices) was found to increase with decreasing 
a/R2. In particular, for a/R2 = °° Lennemann observed a two-
lobed polygon structure, while for a/R2 = 0.045 he observed 
a hexagonal structure. A more recent flow visualization study 
by Abrahamson et al. (1988) shows that the number of axially 
aligned vortices increases with increasing values of R2/H. We 
have assumed that these trends, which were respectively ob
served for turbulent flow, also apply to the laminar flow re
gime. 

In Lennemann's experiment, the equi-angular boundary layer 
spirals were observed for Re > 3.44 x 104 approximately, 
where Re is the Reynolds number defined further below. How
ever, there is no indication in his paper, or in that of Abra
hamson et al. (1988), concerning the Re at which the axially 
aligned flow structures first appear. All observations were made 
for Re > 4.30 x 103. 

Kaneko et al. (1977) visualized the flow between corotating 
disks in a disk pack. At low rotational speeds they observed 
that the indentations in the core flow could be made to vanish 
by imposing a radial outflow in the space between the disks. 

Detailed measurements of the velocity field in the space 
between a pair of rotating coaxial finite disks were made by 
Szeri et al. (1983), primarily in the laminar flow regime, and 
by Bakke et al. (1973) in the turbulent regime. Both studies 
investigated the effects of an imposed radial throughflow, but 
neither examined the influence of the gap width a. Using water 
as the working fluid, Szeri et al. measured the radial and 
circumferential components of velocity with a laser-Doppler 
velocimeter. In their experiment the values of the disk space 
aspect ratio were (R2 - R{)/H = 74.7 and 18.8. The disk 
angular velocity ratios (7 = Q2/fli) explored were 7 = - 1 , 0 , 
and 1. Measurements were also made for the case fl1 = Q2 = 
0, with radial throughflow. For all the conditions investigated 
the flows were observed to be unique, and at midradius showed 
an insensitivity to the boundary conditions in r. For corotating 
disk flow (7 = l)atRe = 965 and without radial throughflow, 
the authors were unable to detect the radial velocity compo
nent. Measurements of the circumferential velocity component 
revealed that the fluid at the midradius location was essentially 
in solid body rotation. 

Most of the corotating disks flow studies are for configu
rations with (R2 - R\)/H » 1. Also the effect of radial 
blowing on the flow in shrouded systems with {R2-R^/H < 
10 is not well documented. Theoretical analyses (see, for ex
ample, Holodniok et al., 1981) predict the existence of multiple 
steady states in flows with (R2 - R{)/H » 1 in the absence 
of a surrounding wall. While the number of predicted states 
increases with increasing angular velocity fi, the limited ex
perimental information available points to unique and re-
peatable flows. 

1.3 Additional Experimental Evidence. This study is of 
a computational nature, the calculation procedure having been 
used to conduct numerical explorations of the parameters of 
interest. Confidence in the calculations was rigorously estab
lished through self-consistent testing of the numerical proce
dure, and by comparisons with several carefully documented 
steady flow fields. In this regard the measurements of Szeri et 
al. have been important for validation purposes. However, at 
some critical value of Re, the flow of interest is known to 
develop circumferentially periodic structures whose rotational 
speed is not necessarily in phase with the rotational speed of 
the corotating disks. Thus, it is necessary to consider how 
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restrictive are the calculation assumptions of (f) steady, and 
(if) axisymmetric flow. These considerations are the subject of 
a separate experimental investigation by Schuler et al. (1988) 
and two observations that are relevant to the present study are 
summarized here in order to substantiate assumptions (f) and 
(if). 

Laser-Doppler velocimetry measurements of the circumfer
ential velocity component V have been obtained in the space 
between a pair of corotating disks in an axisymmetric enclo
sure. The geometric characteristics of the experimental coro
tating disks are identical to the ones modeled numerically. In 
both the experiments and the calculations, R^ = 0.0564 m, R2 

= 0.105 m, a = 2.946 x 10~3 m, b = 2.032 x 10~3 m, and 
H = 9.525 x 10~3 m. From these values it follows that /? , / 
R2 = 0.537, R2/H = 11.024, and a/R2 = 0.028. 

Radial profiles of the V velocity component were measured 
at the midplane location (Z = 1/2 + b/2H) between the two 
disks for 100, 200, and 300 rpm, corresponding to Re = 635, 
1270, and 1905, respectively. At each radial position both the 
time history and time average of V were obtained. The time-
averaged results are shown in Fig. 4(b) and are discussed below. 
The total uncertainty in the V component measurements was 
estimated to be better than about ± 2 percent at any of the 
radial locations except those nearest the shroud where velocity 
gradient broadening increases the uncertainty to ± 10 percent. 

Detailed time histories of Kat various radial locations along 
the midplane reveal a transition from steady to unsteady flow 
at about 62 ± 2 rpm (corresponding to Re = 394 ± 13). Be
tween 62 and 300 rpm the V component varies sinusoidally 
almost everywhere along the midplane, the amplitude of the 
wave depending on the particular radial location but increasing 
with disk rotational speed at any radial location. Nevertheless, 
blow 300 rpm, Schuler et al. show that the structures producing 
the sinusoidal oscillations are relatively weak and rotate es
sentially at the disk rotational speed. 

The conclusion of this section is that: (i) From the point of 
view of a frame of reference fixed on one of the two corotating 
disks, the flow is essentially steady; and (if) although structured 
circumferentially as of 62 ± 2 rpm, the small amplitude sinu
soidal character of the oscillations is expected to yield time-
averaged V velocities that will not differ markedly from cor
responding predictions that assume steady flow. That this is 
the case for the conditions of interest to this study is shown 
below. 

2 Numerical Calculation Procedure 

2.1 Conservation Equations and Boundary Condi
tions. For steady, axisymmetric, laminar flow conditions, the 
dimensionless equations describing the transport of momen
tum and heat of a constant property fluid (air) in the space 
between a pair of corotating disks are: 

Continuity 
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In these equations the following definitions apply, where Ts 

and TH are the shroud and hub temperatures, respectively 

U = 

P = 

Re = 

u 
QR~2 ' 

P 

P(m2)
2 

HQR2 

v 
QR 

W = 

R 

2 

r 

R~2 

QH' 
9 

T-T, 

Z = 
H 

Ri 
H 

Pr = ^ Ec (m2)
2 

cP(TH-Ts) 
Ro = 

QR2 

(7) 
where Pr, Ec, and Ro are the Prandtl, Eckert, and Rossby 
numbers, respectively. 

The length scale H used in the definition of the Reynolds 
number is preferred to the length scale R2. This is because the 
region of the flow where inertial effects are largest arises near 
the shroud, where shearing is most intense, and the size of this 
region, as illustrated by the streamline plots discussed below, 
scales with H. 

While $, representing the viscous dissipation, was retained 
in the problem formulation, for the low rotational speeds in
vestigated its effect on the calculated temperature fields was 
very small. 

With reference to Fig. 2(a), the dimensionless boundary 
conditions for the case of an imposed purely radial throughflow 
are: 

Plane 1: R = R{/R2, 0 < Z < 1/2 (rotating porous hub) 
U = Ro, V = R,/R2, W = 0 

Plane 2: Rx/R2 < R < 1, Z = 1/2 (rotating disk surface) 
[ / = 0 , V = R, W = 0 

Plane 3: R = I, 1/2 < Z < 1/2 + b/2H(rotating disk rim) 
U = 0, V = 1, W = 0 

Plane 4: 1 < R < 1 + a/R2, Z = 1/2 + b/2H (symmetry 
plane through disk) 

dU/dZ = 0, dV/dZ = 0, W = 0 

Plane 5: R = 1 + a/R2, 0 < Z < 1/2 + b/2H (fixed porous 
shroud wall) 

U = ( ^ 1 M 5 ) R o , V = 0, W = 0 

Plane 6: Rx/R2 < R < 1 + a/R2, Z = 0 (symmetry plane 
between disks) 

dU/dZ = 0, dV/dZ = 0, W = 0 

It is important to note that in this work planes " 4 " and 
" 6 " in Fig. 2(a) are taken as symmetry planes, while the hub 
and shroud wall are treated as uniformly porous surfaces 
through which air flows when the radial blowing boundary 
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Fig. 3 One-dimensional grid point layout illustrating the QUICK scheme 

condition (Ro > 0) is invoked. A more realistic blowing sit
uation, which could arise in a disk pack, requires specifying 
an axially directed component of motion across both planes 
"4" and "6" as shown below. These planes then no longer 
represent symmetry planes for the flow. This first choice of 
radial flow boundary conditions yields important results and 
also allows an unambiguous and rigorous evaluation of the 
numerical calculation procedure. 

The hub and shroud wall are taken to be at uniform constant 
temperatures 9 = 1 and 6 = 0, respectively. The domain for 
calculating the thermal field encompasses the entire symmetric 
half-space between the disks; i.e., from Z = 0 to Z = 1/2 + 
b/2H in Fig. 2(a). In the portion of this field corresponding 
to the disk, i.e., from Z = 1/2 to Z = 1/2 + b/2H for /?,/ 
R2 < R < 1, the energy equation reduces to the conduction 
equation. Over the remaining region the complete energy equa
tion and momentum equations are solved. In this way, the 
conjugate heat transfer problem is readily dealt with; see Pa-
tankar (1980). 

With reference to Fig. 2(b), the dimensionless boundary 
conditions for the case of combined radial and axial through-
flows are the same as above except for: 

Plane 3 ' : 1 < R < 1 + a/R2, Z = 1 + b/H (upper disk-
shroud gap) 

U = 0, V = 1 - (R-\)R2/a, W = W'i 

Plane 4': R = 1 + a/R2, 0 < Z <1 + b/H (fixed im
permeable shroud wall) 

[/ = 0, V = 0, W = 0 (8-6) 
Plane 5': 1 < R < 1 + a/R2, Z = 0 (lower disk-shroud 

gap) 
( 7 = 0 V= 1 - (R-l) R2/a, W = W's 

For this case the shroud wall is taken as impermeable. The 
temperatures of the two disks are specified as 6 = 1 and that 
of plane 5' is fixed to 6 = 0.5. The temperature at plane 3' 
is assumed to be uniform and is obtained by first using 977 
dZ = 0 and then calculating the bulk temperature at this plane. 

2.2 Finite Difference Approximations and Solution Al
gorithm. The momentum and energy equations can be recast 
in the general form 

— (p*) + - — (pra#) + — (pw$) 
at r dr dz 

i a / a$\ a / a*\ 

where T is the diffusion coefficient for the general variable $ 
( s u, v, w, T) and S$ represents all terms that are not included 
in the convection and diffusion terms shown. In the calcula
tions the time variations of $ are not explicitly computed. 
Instead, this time-dependent term is used as a "false transient" 
to stabilize the calculation procedure in converging to a steady 
state solution. 

A general finite difference expression for equation (9) is 
obtained by volume integration over a discrete control volume 
or cell on a staggered grid configuration (refer to Patankar, 
1980). The result is 

where the At coefficients account for the combined effects of 
diffusion and convection and the Sa and Sb source terms include 
numerically stabilizing contributions proportional to $P/At 
and l/At, respectively, such that A*P/A7-*0 as the converged 
solution is achieved. 

Leonard's (1977) QUICK interpolation scheme is used to 
represent the convection terms in equation (9) in finite differ
ence form. This method combines global second-order accu
racy with the numerical stability typical of the first-order 
accurate upwind scheme. In order to resolve the flow near 
boundaries and not waste grid points in the interior of the 
calculation domain, a nonuniform grid version of QUICK was 
employed. QUICK uses a quadratic curve-fit to interpolate for 
a value at the desired spatial location. With reference to Fig. 
3, we take, for example, 

uc > 0 : #e = C\$P + C2$£ + CT,$W + a*£ (source) 
ue < 0 : *e = Ci$P + C4$E + C6<bEE (source) (11) 
where the C,'s are found using a Lagrangian interpolation 
procedure. The coefficient a above is adjusted to ensure pos
itive values of the At coefficients in equation (10). 

The algorithm for solving the system of equations obtained 
by applying equation (10) to each variable on each cell of the 
calculation grid is based on the repeated use of the tridiagonal-
matrix algorithm. This is applied line-by-line throughout the 
calculation domain to obtain values of the variables at the 
appropriate grid nodes. The dynamic component of pressure 
is calculated using the SIMPLE procedure of Patankar (1980). 
The actual code used was REBUFFS, which has been exten
sively discussed and tested by LeQuere et al. (1981). Briefly, 
this iterative calculation procedure seeks to establish a velocity 
field that simultaneously satisfies the momentum and conti
nuity conservation equations. Intermediate corrections are ob
tained for the pressure field, which are then used to correct 
the velocities. Once the flow field is determined to within an 
accepted residual imbalance, the temperature field is solved. 

2.3 Testing and Miscellaneous Matters. The REBUFFS 
code has been extensively used and tested. Additional tests 
were performed in the present study to validate the assumptions 
of steady axisymmetric flow and grid independence. Figure 
4(a) shows a comparison between the present calculations and 
the measurements and calculations of the radial velocity com
ponent from the study by Szeri et al. The comparison suggests 
that the present calculations, obtained on a 27 x 44 (Z x R) 
nonuniform grid, are more accurate than the thick-film ap
proximation results predicted by Szeri et al. 

Figure 4(b) shows a comparison between the present cal
culations and the time-averaged measurements of the circum
ferential velocity component obtained by Schuler et al. (1988). 
This comparison shows that in spite of the unsteady nature of 
the flow for rotational frequencies exceeding 62 rpm, approx
imately, very good agreement is obtained with the steady-state 
calculation approach. In addition, the figure shows virtually 
indistinguishable results for the two nonuniform grids used. 
As a consequence, the coarser of the two grids was used for 
the numerical study. 

A remark is in order concerning the boundary condition 
used at plane 4 in Fig. 2(a) to predict the results in Fig. 4(b). 
Because of end effects at the top and bottom of any finite 
stack of disks, plane 4 is not a true symmetry plane. To perform 
the comparison with the measurements, it was considered more 
appropriate to let dependent variables at this plane "float" 
by setting d/dz(u, v, w, T) = 0 as the boundary condition. 
This approach yielded better agreement between the measure
ments and the calculations than did the imposition of the 
symmetry plane condition. 

Typical calculations on a 27 x 44 grid required 2000 iterations 
to achieve convergence. This required about 212 cpu seconds 
on a CRAY X-MP machine. The convergence criterion was 
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Fig. 4(a) Comparison between measurements and calculations of the 
disk flow configuration with 7 = 0 investigated by Szeri et al. (1983); 
present calculations are for the grid refinements shown; top: Ro = 0, 
Re = 187; bottom: Ro = 3.5, Re = 15 

that the largest of the residual sources due to mass, energy, 
or momentum imbalance should be less than 10"5. In addition 
to the false transient terms, underrelaxation factors were used 
to stabilize the calculation sequence. Values of 0.5, 0.5, 0.5, 
0.6, and 0.8 were used in the radial, angular, and axial mo
mentum, pressure correction, and energy equations, respec
tively. 

3 Results and Discussion 
This section presents a discussion of the numerical results 

obtained for the flow of air between the two corotating disks 
of Fig. 1. For the case of an imposed purely radial throughflow, 
the variables are the Reynolds number Re, the Rossby number 
Ro, the disk radius to spacing ratio (R2/H), and the disk-
shroud gap width to disk radius ratio (a/R2). For the case of 
combined radial and axial throughflows, the ratio of the mass 
flow rate through the gap to that through the hub, M = 
(pAw)5'/(pAW)x', is an additional parameter. All the calcu
lations were performed for a fixed value of the radius ratio, 
Rx/R2 = 0.537. The results shown in Figs. 5-8 are for R2/H 
= 11.024 and a/R2 = 0.028. 

Figure 5 shows the vector velocity field in the r-z plane for 
300 rpm in the absence of radial or axial throughflow. Two 
large eddies recirculate on either side of the symmetry plane 
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Fig. 4(b) Comparison between time-averaged measurements and pre
dictions of the circumferential velocity along the midplane between two 
corotating disks in an axisymmetric enclosure; experimental data from 
Schuler et al. (1988) 
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Fig. 5 Cross-stream vector velocity field (compressed in radial direc
tion) for rpm = 300 and Ro = 0 

in the region (r—Rl)/(R2-Rl) > 0.7. Two smaller counter-
rotating eddies are present near the shroud in the gaps between 
the disk tips and the shroud. This flow patterrris also illustrated 
in Fig. 6, which shows the calculated streamlme contours for 
100, 200, and 300 rpm corresponding to values of Re equal to 
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Fig. 6(a) Streamline contours for rpm = 100 and Ro = 0 
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Fig. 7(a) Circumferential velocity contours for rpm = 300 and Ro = 0 
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Fig. 7(D) Temperature contours for rpm = 300 and Ro = 0 

635, 1270, and 1905 for the no-blowing condition. The two 
small eddies near the shroud grow in size with increasing values 
of Re. The streamline plots also show that the radial penetra
tion of the larger pair of eddies decreases with increasing values 
of Re. This is attributed to the viscous action of the growing 
pair of smaller eddies adjacent to the shroud, which act as a 
sink for the momentum that is eventually lost by shearing on 
the shroud. 

Circumferential velocity and temperature contours at 300 
rpm are shown in Figs. l(a, b) for the no-blowing condition 
(Ro = 0), which may be compared with corresponding results 
with purely radial blowing (Ro = 0.061) shown in Figs. 8(«-
c). Physical properties of aluminum were used to calculate the 
temperature distribution in the disk, which was found to be 
very uniform (cf. Figs, lib) and 8(c)). A comparison between 
Figs. 7 and 8 shows the dramatic effect that blowing has on 
the streamline, velocity, and temperature profiles. The radial 
component of motion results in steep velocity and temperature 
profiles along the shroud wall, which significantly increase the 
shear stress and heat transfer in this region. It is noteworthy 
that in spite of the uniform blowing and suction boundary 

+ 

Fig. 8(D) Circumferential velocity contours for rpm = 300 and Ro 
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Fig. 8(c) Temperature contours for rpm = 300 and Ro = 0.061 

conditions imposed on the hub and the shroud walls respec
tively, the outward radial flow gradually channels into two 
small regions (the Ekman layers) adjacent to the disk surfaces. 
As a result, the condition of solid body rotation that is so 
prominent in Fig. 1(a) for (r-R\)/(R2-R{) < 0.6 is altered 
considerably, as shown in Fig. 8(b). 

Values of the dimensionless shear stress F and the Nusselt 
number Nu were determined by evaluating the following 
expressions: 

l['dV 
t J° dR I visi\dZ 

and 

where 

Nu t Jo dR dZ 

(12) 

(13) 

t = 1/2 + b/H 
The results are shown in Figs. 9 and 10 where the Rossby 
number Ro, the spacing to disk radius ratio H/R2, and the 
disk-shroud gap width to disk radius ratio a/R2 have been 
varied. While purely radial blowing results in a considerable 
increase in the conduction heat transfer through the shroud 
wall, it is accompanied by a substantial increase in the shear 
stress. Figure 10 shows a pronounced minimum for F at Re 
= 1270, which corresponds to 200 rpm, when Ro = 0.061. 
Variations in the geometric factors H/R2 and a/R2 show a 
small but significant influence on the shear stress and the 
Nusselt number. 

Axially directed gap flow calculations were performed for 
three values of the mass flow ratio M = m5>/mx' with the 
boundary conditions as discussed in section 2.1, where m5' 
and mx'

 a r e the mass flow rate at plane 5' and plane 1', 
respectively. A sample of the results obtained is shown in Fig. 
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Fig. 10 Variation of dimensionless shear stress with Reynolds number 
for different values of Ro, H/R2, a/R2 in corotating disk flow 

11 for rpm = 100 and Ro = 0.009. Contrast these with the 
results shown in Fig. 12 for which the boundary conditions 
are identical except that M = 0 and a porous shroud exists 
instead. The streamline contours show that for M = 0.1 there 
is already a substantial asymmetric influence of the axially 
directed disk-shroud gap flow upon the cross-stream secondary 
flow cell patterns generated in the space between the disks, 
especially in the vicinity of the shroud. 

The secondary flow cell in the bottom half of the space 
between the disks is strongly reinforced by the axial component 
of motion in the gap. In turn, the secondary flow cell in the 
top half of this space appears to be influenced by the cell in 
the bottom half. However, the closed-cell character of the top 
cross-stream flow disappears for M less than 10 as a result of 
the opposing sense of axially directed motions in the top half 
of the gap region. 

The axial component of motion through the gap results in 
an air barrier that obstructs the transfer of heat (and momen-

Fig. 11(a) Streamline contours for rpm = 100, Ro = 0.009, and M 
0.1 

Fig. 11(d) Streamline contours for rpm = 100, Ro = 0.009, and M 
1.0 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

Fig. 11(c) Streamline contours for rpm = 100, Ro = 0.009, and M 
10.0 

0.0 0.1 0.2 0.3 0.4 0.5 0.8 0.7 0.8 0.9 1.0 

(r-/?,)/(/?2-K|> 

Fig. 11(d) Temperature contours for rpm = 100, Ro = 0.009, and M = 
0.1 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 O.a 
(r-/f , | / ( « r « , ) 

Fig. 12(a) Streamline contours for rpm = 100, Ro = 0.009, and M 
0 

Fig. 12(b) Circumferential velocity contours for rpm = 100, Ro = 0.009, 
and M = 0 

tum) from fluid in the space between the disks to the shroud. 
This, combined with the intensified cross-stream flow, results 
in a higher value, but much more uniform distribution, of 
temperature in the space between the disks than is obtained 
with purely radial blowing only. Figure 11 (d) illustrates the 
point for the case of M = 0.1 when contrasted with Fig. 12(b). 

Journal of Heat Transfer AUGUST 1989, Vol. 111/631 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Very similar temperature distributions were predicted for M 
= 1 and 10 with the result that over the range of M explored 
(0.1-10) the Nusselt number for the shroud only varied between 
48.2 and 52.5. Similarly, the protective air barrier resulted in 
a wall shear stress variation ranging from 28.1 to 29.8 only. 

The main conclusion of the numerical explorations involving 
combined axial and radial throughflows is that with relatively 
small values of the mass flow ratio M, an axially aligned air 
barrier can be induced in the disk-shroud gap region that 
effectively insulates the shroud from recirculating fluid in the 
space between the disks. The result is for a higher but more 
uniform distribution of temperature to arise in the space be
tween the disks. For equal values of the radial mass through-
flow, the imposition of an axial gap flow results in a substantial 
decrease in the heat transfer between the fluid in the space 
between the disks and the shroud. This finding may have im
portant applications for the design and control of the thermal 
characteristics of disk pack systems. 

4 Summary and Conclusions 
A numerical investigation was performed for the laminar 

flow and heat transfer in the space between a pair of coaxial 
corotating disks in an axisymmetric enclosure. The assump
tions of steady and axisymmetric flow were examined in the 
light of new experimental results. Although the present flow 
goes unsteady at 62 ±2 rpm, the small-amplitude sinusoidal 
character of the motion for rpm < 300 yields long-time average 
results that are accurately predicted assuming steady axisym
metric flow. Purely radial and combined radial-axial through-
flow configurations were investigated numerically. In the 
absence of throughflows, the results show that the structure 
of the flow varies from solid body rotation near the hub to a 
strongly sheared flow in the vicinity of the shroud wall. In the 
presence of purely radial throughflow, the structure of the 
flow and its thermal characteristics, especially near the shroud, 
are found to be very sensitive to variations in the Reynolds 
number Re, and Rossby number Ro, and less sensitive to var
iations in the disk spacing to disk radius ratio H/R2, and the 
disk-shroud gap width to disk radius ratio a/R2. A purely 
radial throughflow (as imposed through the boundary con
ditions analyzed here) results in threefold increases in both the 

dimensionless shear stress and the Nusselt number at the shroud 
wall. By contrast, the imposition of an axial gap flow adjacent 
to the shroud results in a substantial decrease in heat transfer, 
which may have important applications in disk storage con
figurations. 
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Finite Analytic Solution of 
Convective Heat Transfer for Tube 
Arrays in Crossflow: 
Part I—Flow Field Analysis 
The connective motion in two types of tube array is solved numerically by the Finite 
Analytic Method. The Finite Analytic Method utilizes the local analytic solution of 
governing differential equations in obtaining its discretized algebraic representation. 
Both in-line tube arrays and staggered tube arrays with longitudinal and transverse 
pitches of 2 are studied. The geometries are expressed in boundary-fitted coor
dinates on which the Navier-Stokes equations and energy equation are solved. Solu
tions for Reynolds numbers of 40, 120, 400, and 800 are obtained. Differences in 
stream function, vorticity function, and location of separation and reattachment for 
flow past in-line tube arrays and staggered tube array are predicted and compared. 
The zone of separation for both arrays tends to increase with increasing Reynolds 
number. The predicted results on flow field and heat transfer are shown to agree 
with available experimental measurements. 

1 Introduction 

There are numerous designs of industrial heat exchangers 
involving a bank of tubes in a fluid crossflow. Depending on 
applications and design criteria, the layouts of tubes in an ar
ray have many possible arrangements. A heat exchanger 
designer, therefore, needs to have a large data base available 
in order to choose the optimal one among the different design 
options. The most reliable performance information often 
comes from actual measurements. However, this approach is 
not only expensive but also time consuming. For each new 
tube pattern, a new model has to be constructed and the ex
periments run. The other approach to obtaining heat transfer 
data of a given tube bank is the theoretical study, provided 
that the phenomena can be properly simulated by a 
mathematical model. Changes of the geometric parameters 
and fluid flow conditions can be easily accomplished by 
changing the values of parameters in the simulation. Unfor
tunately, there is only a handful of exact solutions of the 
governing equations that simulate the fluid flow problems. 
The difficulties arise in the nonlinearity of the Navier-Stokes 
equations, the coupling of variables through continuity, 
momentum, and energy equations, and the complexity of the 
heat exchanger geometry. Due to rapid development in com
puter architecture, the computational speed and capacity of 
memory have increased drastically. Consequently, the 
numerical solution becomes a good alternative during design 
of engineering devices. The numerical predictions usually give 
reasonable results, especially for cases that do not differ much 
from the baseline case that has been confirmed with the ex
perimental results. 

The numerical study of the fluid flow past tube bundles can 
be traced back to Thorn and Apelt (1961). One of the obstacles 
in using the numerical methods to study the tube-bank prob
lem is the complex geometry. The pioneering work of Thorn 
and Apelt (1961) used the conformal mapping technique to 
transform the boundaries of the staggered tubes to coincide 
with equivalued surfaces of one of the independent variables. 
Later work by Le Feuvre (1973) employed nonuniform Carte-
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sian grid lines in which the spacing between nodes was ad
justed so that all the near-wall nodes fall on surfaces of tubes. 
In his study dense grid lines are produced in the regions far 
from the cylinder where they are not necessary. By realizing 
the fact that the steepest gradients of flow properties occur in 
the radial direction close to each cylinder, Launder and 
Massey (1978) incorporated a cylindrical network of nodes in 
the vicinity of the tubes with a Cartesian mesh covering the re
mainder of the flow domain. In order to provide a connection 
between the cylindrical and Cartesian coordinates in the 
region of overlap, a false row of nodes was introduced to both 
coordinate systems, and the interpolation scheme was used for 
the intersections between cylindrical and Cartesian grids. 

Recently, the boundary-fitted coordinate system was in
troduced by Thompson et al. (1974, 1977) to solve fluid 
dynamic problems. The boundary-fitted coordinate transfor
mation can generate a general curvilinear coordinate system 
numerically by solving Poisson's equations with proper con
trol of grid densities. Ho and Chen (1983) and Antonopoulos 
(1985) employed the boundary-fitted coordinate system to 
solve the flow and heat transfer in tube banks successfully. 
Although the governing differential equations expressed in 
terms of the new coordinates are more complex than in Carte
sian or cylindrical coordinates, the boundary-fitted coordinate 
system has proven to be a powerful and flexible tool to solve 
the flow fields associated with complex geometries. This two-
part paper presents the finite analytic numerical solutions of 
laminar flow (Part I) and heat transfer (Part II) in tube 
bundles of in-line and staggered arrangements with both 
longitudinal and transverse pitches of 2. The numerical solu
tions are obtained by solving the Navier-Stokes equations, 
written in the form of stream function-vorticity formulation, 
and the energy equation, via the finite analytic numerical 
method (Chen, 1987; Chen and Chen, 1984). 

2 Problem Description 

In the present study attention is focused on the convective 
heat transfer from a heated tube in the fully developed region 
of fluid flow past tube bundles, as shown in Fig. 1. The fluid is 
considered incompressible with constant properties and the 
flow is assumed to be steady and two dimensional. Therefore, 
the flow pattern is assumed exactly repeated from one row to 
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<1>). Staggered a r ray 

Fig. 1 Computational domain for staggered and in-line tube 

the next and is symmetric from one column to the other col
umn for both in-line and staggered arrays. Based on the above 
assumptions, only one period of arrays is needed for the solu
tion of flow field, as shown in Fig. 1(a) for an in-line array and 
Fig. 1(b) for a staggered array. However, three periods of ar
rays are considered for the solution of temperature field 
because temperature boundary conditions are not periodic. 
Part I of this paper gives the finite analytic solution of flow 
field in both in-line and staggered tube arrays. Part II of the 
paper gives the heat transfer analysis for a heated tube in in
line and staggered tube arrays. 

2.1 Governing Equations. The stream function-vorticity 
formulation of the flow past tube bank, written in dimen-
sionless form, is given as follows: 

Re(f, + <Pytx~ <Pxty) = ixx + fyj (1) 

'Pxx + <Pyy = ~ f (2) 
and the energy equation with no heat generation, no radiation, 
and negligible viscous dissipation is 

vz(6l+<pyex-<Pxey)=dxx+6yy (3) 
where <p, f, and 6 are dimensionless parameters and are the 
stream function, vorticity, and temperature, respectively. 
They are made dimensionless by scaling vorticity f by V/d, the 
stream function <p by Vd, the temperature by Tw — T0, the 
space dimensions x and y by d, and time t by d/ V. Re = Vd/v is 
the Reynolds number based on the cylinder diameter d and the 
average velocity V in the minimum free flow area between 
tubes, and Pe is the Peclet number Pe = Pr Re, where Pr is the 
Prandtl number. T„ is the isothermal temperature of the 
heated tube and T0 is the constant inlet temperature of the 
fluid or the temperature of the unheated tubes. The vorticity f 
is defined by 

£=vx-uy=~V2<p (4) 

and velocity components 

u = <py, v=-<px (5) 

The transient terms in the vorticity equation (1) and energy 
equation (3) are retained because the time-marching method 
will be used in the numerical calculation of the steady flow and 
heat transfer problem. 

2.2 Initial and Boundary Conditions. The boundary 
conditions are required for all boundaries of a computational 
domain since the governing equations are elliptic in spatial 
coordinates. In general, along the boundaries of the lower and 
upper symmetric planes the stream function is respectively set 
equal to zero and to a constant value, which is equivalent to 
one half of the mean mass flow rate through the channel as 
shown in Fig. 1. The vorticity and the normal gradients of 
temperature are zero along the planes of symmetry. Around 
the surface of the cylinders, the value of the stream function is 
uniform, corresponding to an impermeable wall, and is the 
same as the value of the adjacent symmetric plane. The value 
of vorticity on the cylinder is unknown and must be solved as a 
part of solution. However, it can be approximated from the 

N o m e n c l a t u r e 

a, b, c = FA coefficients de
fined in equation (21) 

A, B = convective coefficients 
in transport equation 
(19) 

C„ = FA coefficient 
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Dx, Dy = transformation coeffi
cients defined in equa
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E = coefficient of unsteady 
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finite analytic solu
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(1) Thompson ant] cl al contraction function P) Chen antl Obasih contraction function 

Fig. 2 Boundary-fitted coordinate system 

stream function in the immediate vicinity of the surface ac
cording to the impermeable condition. The temperature 
boundary condition for the inlet fluid and unheated tubes are 
at isothermal temperature TQ while the heated tubes are at 
another isothermal temperature Tw. Details of the outlet 
temperature condition are discussed in Part II of the present 
study. The initial condition is taken to be uniform velocity V 
and temperature T0. 

3 Methods of Numerical Solution 

3.1 The Boundary-Fitted Curvilinear Coordinate System. 
The boundary-fitted coordinate in which grid line coincides 
with the body contour in the flow region can provide an ac
curate representation of boundary conditions in the region of 
greatest sensitivity. Thompson et al. (1974, 1977) introduced a 
method for numerical generation of curvilinear coordinate 
systems with coordinate lines conformal with all boundaries of 
arbitrarily shaped bodies in a two-dimensional flow region. In 
the method, the Cartesian coordinates (x, y) of the boundary-
fitted grid points in complex physical space are computed as 
solutions of an elliptic system of partial differential equations 
with Dirichlet boundary conditions. In this study, two dif
ferent sets of partial differential equations are used in 
generating boundary-fitted coordinates (f, TJ). The first one 
was proposed by Thompson et al. (1974) and the other by 
Chen and Obasih (1987). 

Thompson et al. (1974) proposed Poisson equations as the 
coordinate generating system. They are 

vxx + riXy = Qtt,v) Ob) 
Since it is desired to execute all numerical computations in 

the uniform rectangular transformed plane, the roles of the 
dependent and independent variable must be interchanged in 
equation (7). This yields an elliptic system of quasilinear equa
tions in the transformed plane 

axH - 2/3x£„ + yxm = - •P-{Pxi + Qxv) (8a) 

<*y(x - 2pyh + yym = - HPy* + Qy„) (86) 
where a, /3, and y are transformation coefficients 

a = x\+y\ (9a) 

P=xix„+yiy1, (9b) 

y=x\+y\ (9c) 
and J denotes the Jacobian of the transformation 

The constant £ lines and constant t] lines can be spaced as 
desired around the boundaries in the physical domain, since 
the assignment of the (£, if) values to (x, y) boundary points 
via X; and ys functions are arbitrary if the shapes of the 
boundaries T, shown in Fig. 1 are prescribed. 

Control of the coordinate line spacing in the field, and on 
the boundary if Neumann boundary conditions are imposed, 
can be accomplished through the control functions P and Q. 
Two methods of specifying the control functions are used in 
the present study. The first one is that of Thompson et al. 
(1977). They utilized the exponential functions to achieve the 
attraction of coordinate lines to other coordinate lines and/or 
points in the following forms: 

n 
pU> »?) = - T,°i sign«-f,) exp(-cl£-£,l) 

i = i 

m 

- £ */ sign«-{y) exp( -</,[(£-$,)2 + (ij-ty)2]1/2) (10a) 

n 

2(£, r/) = - Y!iai sign(i)-i7,)exp(-c,l?j-r/,l) 
/ = i 

m 

- £ b, signfo-),,) exp{ -dj[(l--Zj)2 + (v-rij)2]1'2) 00b) 
J=i 

where sign(x) is simply the sign of x, and the positive 
amplitudes, a-„ bj, and decay factor, c,, dj, are not necessarily 
the same in the two equations. 

The second method is suggested by Chen and Obasih (1986). 
They attempt to create a nearly orthogonal boundary-fitted 
coordinate by setting the cross-derivative transformation coef
ficient /3 in equation (8) to zero and choosing the direct control 
functions P and Q as 

,«.„ . ^ ( J Z ) (...) 
Q<t<i)-jrm,m-vj/j]Tl ( l iw 

The term in brackets in equation (1 lb) is evaluated at a bound
ary r ; with a user specified grid distribution in the -q direction 
in which clustering is desired. Figure 2 shows respectively the 
coordinate systems generated by control function given by 
equations (10) and (11). The above two grid systems are used 
to examine their influences on the flow and temperature fields. 

3.2 Governing Equations in Boundary-Fitted Coordinate 
Systems. The transport equations governing unsteady two-
dimensional flow and heat transfer must be transformed into 
the boundary-fitted coordinates, £ and JJ. The governing equa
tions (1), (2), and (3) in the Cartesian coordinates (x, y) may be 
written in the transformed coordinates (£, ij) in the following: 

J2Ref, + (JRe^, - r)ft + ( - JRe*>f - atf, 

= ar«+7f„-2|8f{ , (12) 

- T<p^-a<pri=aip((+y<pvl - (2/fy>{, - J2f) (13) 

J2Pe0, + (JPe*„ - T)0? + ( - JPe^j - a)Qn 

= a0a+Y0„-2/30f„ (14) 
where a and T are respectively defined as 

o = — (yiDx-xiDy) (15a) 
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T = ^r(xllDy-yvDx) 

with 

Dx = axH-2^x(v+yx^ 

(15b) 

(15c) 

D^ay^-l&y^+yy^ (15d) 

It is noted that the transformation coefficients a, /3, 7, a, T, 
and J at each node of computational domain are merely 
geometric functions of the physical plane. Once the boundary-
fitted coordinates are generated, the coefficients of coordinate 
transformation can be calculated and stored once for all for 
use in the solutions of equations (12), (13), and (14). 

In general, equations (12), (13), and (14) can be cast into a 
suitable generic form that is convenient to implement in the 
finite analytic method (Chen, 1987; Chen and Chen, 1984) as 

a 0 K + 7 « w = 2 i 4 0 { + 2 B * , + £ 0 / + S (16) 

when <t> is the vorticity £ in equation (12) 

1 
-(JRep - T ) ; £ = J 2 R e 

B = — ( - J R e ^ j - a ) ; S=20f t , 

and when <f> is the stream function <j> in equation (13) 

T 

T' A = E=0 

B-- a ; • = _ T 2 J2 + 2ftc; in 

and when <f> is the temperature 6 in equation (14) 

A=— ( J P e ^ - r ) ; 

B = — ( - JPep j - f f ) ; 

E = J 2 P e 

S = 2pOh 

3.3 Finite Analytic Numerical Method. The finite 
analytic (FA) method (Chen, 1987) was developed recently to 
remedy the difficulties experienced in the numerical solutions 
of fluid flow and heat transfer problems. The basic idea of the 
finite analytic numerical method is to utilize the local analytic 
solutions in an element to obtain the algebraic representations 
of the governing partial differential equations, thus 
eliminating the truncation error in the finite difference ap
proximation and the use of approximation function in the 
finite element method. Although the finite analytic solution 
needs approximation boundary functions and local lineariza
tion, it exhibits a special feature that can shift automatically 
and analytically the upwind influence of the adjacent nodal 
values according to direction and magnitude of convection. 
The FA solutions have been shown (Zeng and Li, 1987) to be 
stable and accurate and to converge rapidly in many problems 
(Chen et al., 1985, 1987). 

In the FA method, like many other numerical methods, the 
computational domain of the problem is divided into many 
small elements. The analytic solution is then solved for the 
governing equation in the local elements. A set of algebraic 
equations that approximates the governing equation in the 
whole domain can be obtained for numerical solution. 

Consider an elliptic partial differential equation (16) in a 
transformed region D with a rectangular numerical element 
shown in Fig. 3. The element has uniform grid spacing 
A £ = A17 = 1. Equation (16) is locally linearized as 

°<p<t>U + yp^m =2Ap<J>(+ IBp^ + gp 
(17) 

( a ) . Computa t iona l domain fo r i n - l i n e a r r a y 

IMAX IMAX+1 

^~\y JMA:-: 

(b). Trnnsiormod domain for in-line array 

Fig. 3 Finite analytic element and domain of computation 

with 

where the subscript P signifies that the term is evaluated at the 
central node P of a local element and the superscript n - 1 
denotes the value at the previous time step (the superscript n 
for current value is omitted) and At is the time increment. It is 
noted that the transient term is approximated by the backward 
difference. The coefficients of second-order derivatives in 
equation (17) can be eliminated by utilizing the coordinate 
stretching functions 

f = - V , , (18) 
VaP \yP 

and equation (17) reduces to the standard convenient form of 
two-dimensional convective transport equation described in 
Chen and Chen (1984) as 

<t,t.v+^.1.=2A4>i.+2B^.+gp (19) 

where 

VaP ' 
B = 

V7f 
Note that the local element, after being stretched by equation 
(18), has the dimensions of 

$'=/» = -
1 

= k = -
1 

r- , , -. r (20) 
VaP iyP 

In seeking the analytic solution in a local element, shown in 
Fig. 3, four boundary conditions on the east, west, north, and 
south sides are required because of the ellipticity of equation 
(19). Various functions can be used to approximate the bound
ary conditions where three nodes are located on each bound
ary. Chen and Chen (1984) proposed a combination of a linear 
and exponential function for the boundary function. The 
choice of a linear and exponential function is made because 
they are derived from the natural solution of the governing 
equation (19). For example, the boundary function on the 
eastern boundary £' = h of a local element is 

<t>(h,v')=aB(e2Bi'-l)+bEr,'+cE (21) 
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where a, b, and c are constant and can be determined by the 
three nodal values on the boundary considered. 

<t>NE + <t>SE-2<t>EC ,,,, , 
(21 a) aR=- 4sinh2M 

1 
bE = —[(j>NE-(t>SE-coth(Bk)(<t>NE + <i>SE-2<t>EC)] (21b) 

CE = 4>EC (21C) 

With the boundary functions of equation (21), an analytic 
solution of equation (19) can be obtained for each element by 
the method of separation of variables or any other analytic 
technique. Details of the solution procedures are documented 
in Chen and Chen (1984). Evaluation of the local analytic 
solution at the central node P of the rectangular element 
results in the following nine-point FA algebraic equation: 

4>P= U C
n<t>n-Cpgp 

— CNE<j)NE + CNIV<t>Nly + CSE4>$E + Csw4>sw 

+ CEC<j>EC + Cwc<t> wc + CNCcf>NC + Csc4>sc — Cpgp 
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The above FA coefficients are always positive (Zeng and Li, 
1987) because of the positive values of PA and PB and 
(PA +PB) < 1. The ellipticity of the flow equation (19) is then 
represented accurately. In addition, the FA coefficients can 
provide a gradual upwind bias since the cell Reynolds number 
\2Ah\ and \2Bk\ are contained in the exponents. Hence, the 

characteristics of the convective-diffusion equation is properly 
preserved in the FA coefficients. Moreover, the local analytic 
solution for the interior point P includes all corner points that 
can minimize false numerical diffusion. 

For the unsteady convective transport equation (19) with 
source term g, the local analytic solution can be obtained by 
substituting g from equation (17a) into equation (22) 

1 
1 + CPEP/At [ t CAn +^LrP-l-cPsP 

CNE<t>NE + CNW4>NW + CSE4>sE + Cs 
1 + CpEp/At I 

+ CEC<j>EC + Cwc<j>wc + CNC<j>NC + Csc4>sc 

Ef£L^_-l_CpSp H — ' - — — < k > p 
At p (24) 

It is seen that <j>P depends upon all eight nodal values at the 
current time step as well as the value at the previous («— 1) 
time step. In evaluation of the source term SP, Chen and Chen 
(1984) suggested it be treated as a known value either from the 
previous time step or the previous iteration. 

The local finite-analytic solutions can be assembled for all 
elements in the computational domain resulting in a set of 
linear algebraic equations. The simultaneous equations are 
solved by proper numerical procedures such as the 
Gauss-Seidel iterative method, or by the line-by-line 
tridiagonal matrix algorithm. 

4 Discussion of Numerical Solutions 

This section discusses the numerical aspects of the solutions 
for laminar flow and heat transfer across tube bundles with in
line and staggered arrangements. The computations were per
formed on a PRIME 850 computer system, which has a speed 
approximately 400 times slower than that of the CRAY 1 
system. 

4.1 Numerical Sweeping Direction. In obtaining the 
finite analytic solutions, the line-by-line iteration test was car
ried out to compare the computing time required in iteration 
for different directions of sweeping on the flow across stag
gered array at Re = 40. When the problem was solved iterative-
ly by sweeping along the £ direction (the flow direction) of a 
21 x 21 grid node, as shown in Fig. 3, it took 168 global itera
tions to achieve the convergent criteria of \A<p/<pmm I 
< 1 X 10"4 and lAf/fmax I < 1 X 10"4 with 1167 second CPU 
on the PRIME 850. In other words, it took an average of 6.9 
second CPU for each iteration. When the problem was 
selected to march in the 77 direction (normal to the flow direc
tion), it took 174 iterations and 1347 second CPU for the in
itial conditions and convergent criteria. The CPU required for 
each iteration in this case is 7.7 seconds. The alternating direc
tion implicit (ADI) method consumed 1750 second CPU on 
163 iterations, averaging 10.7 second CPU per iteration. It is 
seen that the ADI method incorporated with the FA method 
does not have much benefit over the other single-direction 
marching methods; rather, it consumes 30 to 50 percent more 
CPU time in changing the computation routine alternatively. 
The reason that simple line-by-line iteration works well for the 
FA method is that the FA equation (22) already incorporates 
all corner points in the solution and properly represents the 
characteristics of the elliptic partial differential equation. 
Therefore, the FA solution converges well without invoking 
alternative direction iteration. Similar results have been found 
in solving the energy equation. Hence in the present investiga
tion a simple marching of iteration in the £ direction is 
adopted for the rest of the computations. 
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4.2 Influence of the Boundary-Fitted Coordinate 
Systems. The effect of the grid control functions and 
number of nodal points on the solutions of fluid flow and 
temperature distribution is presented in Fig. 4 for a Reynolds 
number of 400. The solid line and dotted line contours in the 
plots are the solutions employing the boundary-fitted coor
dinate respectively with 31 x21 and 21 x21 grid nodes based 
on the Thompson et al. (1977) control function specified by 
equation (10), while the broken line contours utilize 21 x21 
grid nodes with grid control functions of equation (11) based 
on Chen and Obasih (1986). It can be seen that the solutions 
for the stream function with an interval increment of 0.0625 
are very close to each other in the main stream. It should be 
noted that the gradients of the stream function, which is 
related to the velocity, inside the recirculation zone are 
relatively low. For instance, the values of the three closed con
tours of stream function inside the recirculation zone, from 
the outer to the inner, are -0.0063, -0.0125, and -0.025, 
respectively. Hence, the differences in velocity are not evident 
as indicated by the stream line plots. Also shown in Fig. 4, the 
solutions of the vorticity on three different coordinate systems 
coincide closely in the main stream, but differ somewhat in
side the separation zone. The predicted vorticity in the vicinity 
of the stagnation points of the tube shows that the differences 
between solutions obtained from three different coordinate 
systems are not as severe as those at the other parts. Hence, 
due to the lower velocity in the recirculation region, whether 
the coordinate is attracted toward the stagnation point or not, 
the flow solution is not sensitive in the range of low Reynolds 
numbers investigated. 

It is concluded that the numerical solutions using both 
boundary-fitted coordinate systems with 21x21 are accept
able for the present study. 

5 Flow Field Analysis. Since it is assumed that the flow 
is symmetric with respect to the top and bottom boundaries of 
the computational domain and is periodic or reverse periodic 
with respect to the inlet and outlet portions, the unsteady, 
asymmetric vortex shedding phenomenon behind a tube, if it 
exists, is not considered in the present investigation. However, 
even when the flow is assumed to be symmetric with respect to 
the top and bottom boundaries, the flow separation may be 
predicted during the computation if the Reynolds number is 
high. The flow pattern is best represented in stream line and 
vorticity distribution. The combined resistance from skin fric
tion and form drag is tabulated in pressure drop per row of 
tube bundles, which is presented in Part II of the present 
paper. 

5.1 In-line Array. The distributions of stream function 
across the in-line array are presented in Fig. 5 for Reynolds 
numbers of 40, 120, 400, and 800. A general view of the 
stream function in the range of Reynolds number investigated 
shows that the main stream of the flow is mostly confined in 
the open channel between columns of tubes in the array. The 
flow separates at the rear portion of a tube and reattaches at 
the front portion of the following tube in the array to form a 
stationary recirculation region between the two adjacent 
tubes. In the present study the angle of separation is measured 
clockwise from the rear stagnation point to the point of 
separation, which the angle of reattachment is measured 
counterclockwise from the forward stagnation point to the 
point of reattachment. Both angles increase with increase in 
the Reynolds number, as shown in Table 1. In Fig. 5 the 
stream function that marks the separation zone on the lower 
tube wall is set equal to zero and that on the top boundary is 
set equal to 0.5. At low Reynolds number of 40 the contours 
of stream lines exhibit slight wavy form, while for the 
Reynolds number of 400 and 800, the stream lines are corn-
Table 1 Angles of separation and reattachment for tube 
banks 

In-line array Staggered array 

<b) . v o r t i c i t y 

Fig. 4 Effect of the grid system on numerical solutions 

Re 40 
Separation 39° 
attachment 23° 

120 
48° 
39° 

400 
55° 
49° 

800 40 
58° 38° 
52° 

120 
54° 

400 
66" 

800 
73° 

Fig. 5 Stream function and vorticity for in-line array 
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Fig. 6 Stream function and vorticity for staggered array 

parable with that in a straight channel. The strength of the 
recirculation inside the eddy increases with increasing 
Reynolds number. The center of the recirculation at low 
Reynolds numbers is located close to the rear of the preceding 
tube and moves toward the middle of the separation region as 
the Reynolds number is increased. It then shifts farther 
downstream near the reattachment point on the following tube 
when the Reynolds number is further increased. 

The general trend of the vorticity reveals that in the region 
of throughflow the vorticity is convected along the stream 
line. Close to the wall the vorticity is relatively high, par
ticularly near the separation and reattachment points. As the 
Reynolds number is increased, the contours of constant vor
ticity begin to lean downstream, enveloped in the thin 
boundary layer. 

Figure 5 shows that at low Reynolds number of Re = 40, the 
viscous diffusion tends to cover a large fluid region between 
the tubes after the main flow passed the top of a tube. The 
recirculation zone is small behind the tube with small value of 
vorticity. However, unlike the flow past a single cylinder at 
low Reynolds number where the vortex is small and attached 
to the rear of the cylinder, the vortex in the in-line array is 
elongated and reattaches to the following tube. The center of 
recirculation is still closer to the upstream tube. The flow is 
separated at 39 deg when measured counterclockwise from the 
rear stagnation point of the tube and reattached at 23 deg 
when measured clockwise from the front stagnation point of 
the following tube. Because diffusion is still significant at 
Re = 40 the contours of the vorticity that penetrate into the 
main stream elongate downstream as shown in Fig. 5. The 
local maximum gradients of the vorticity in the £ direction that 
is tangent to the tube surface occur near the separation and 
reattachment points, while the largest gradient in the -q direc
tion that is normal to the surface is located near the top of the 
tube slightly upstream. It should be noted that the contour of 
zero vorticity exists not only along the symmetric planes of the 
bottom and top boundaries but also inside the vortex at the 
rear and front of tubes. The changing sign of the vorticity in 
the separation zone is due to the change of velocity gradient in 
the zone. 

At Reynolds number of 120, the inertial force is large and 
the stream lines in the main flow, when compared with those 
at Re = 40, are much more straight. The value of the stream 
function in the separation zone becomes larger because of a 
higher recirculation velocity in the vortex. The flow separates 
at 48 deg and reattaches at 39 deg. The center of the recircula

tion now is located near the middle of the separation zone 
because of a larger driven velocity and a larger vortex. With 
increase of the inertial force in the main stream, the vorticity 
in the throughflow increases as shown in Fig. 5. The trend of 
vorticity distribution near the wall is similar to that at the 
Reynolds number of 40, except that the value of vorticity is 
larger. 

As the Reynolds number is further increased to 400 and 800, 
the stream lines are further straightened, like a flow in a 
straight channel, and the size of the separation zone grows big
ger. The center of the vortex is shifted downstream, which is 
also observed in a driven cavity flow. The separation angles 
are respectively 55 and 58 deg for the Reynolds numbers of 
400 and 800, while the reattachment angles are 49 and 52, 
respectively. It is seen that the high value of vorticity at the top 
of the tubes is confined to the thin boundary layer. The vor
ticity distributions in the separation zone are similar for the 
Reynolds numbers of 400 and 800; however, the contours of 
the vorticity are distorted near the center of the recirculation 
because of the higher vorticity at the Reynolds number of 800. 

5.2 Staggered Array. Figure 6 presents the distribution 
of the stream function for the two-dimensional incompressible 
flow across the staggered array. Unlike flow passed through 
an in-line array, which has an open-channel path, the flow in a 
staggered array has to alter its flow direction of the through 
stream because of the repeated blockage of the staggered tubes 
in a bank, resulting in quite different flow patterns in tube 
bundles. In general, the stream lines in a staggered array ap
proach the front of a tube like a stagnation flow, and then are 
deflected away and moved downstream along the front cur
vature of the tube. Due to the inertial force of the main 
stream, the flow tends to move straight forward after passing 
the extrusion of the cylinder in the flow field until it en
counters an obstruction of the staggered tube in the 
downstream. A pair of symmetric eddies normally forms 
behind the cylinder. As the Reynolds number is increased, the 
stream lines tend to move closer to the front portion of a 
cylinder before being deflected sideways. This results in form
ing a thin boundary layer on the tube. The size and the length 
of the separation zone increase with the increase of the 
Reynolds number. In general the flow in a staggered array 
resembles the flow in a curved channel with periodically con
verging and diverging cross section. Vortices behind a cylinder 
can be diminished at low Reynolds number by reducing the 
longitudinal pitch. 
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The distribution of the vorticity near the top of a tube is 
similar to that of an in-line array; however, the overall 
distributions differ for both geometries. They are discussed 
separately for each Reynolds number below. 

At the Reynolds number of 40, the stream lines in the 
throughflow have nearly equal distance across the minimum 
cross-sectional area, and have a larger distance when the 
stream changes direction because of an obstacle in the 
downstream. The roles of stream lines near the wall and on the 
symmetry plane are exchanged for each row of tubes in the 
bank. The attached eddies behind a tube are small at the 
Reynolds number of 40 because of strong viscous diffusion. 
The separation angle for this case is 38 deg when measured 
counterclockwise from the symmetric plane. Note that the in
tensity of the recirculation region for the staggered array is 
lower than that for the in-line array for the same given 
Reynolds number and geometric pitches. Reduction in the 
longitudinal pitch can reduce the area between two adjacent 
tubes in the longitudinal direction; therefore, the size of the at
tached eddy can be reduced or even totally vanished. The vor
ticity distribution of the staggered array at low Reynolds 
number shown in Fig. 6 is divided by the zero contour of vor
ticity for each tube. The vorticity is generated densely at the 
upstream facing surface of the cylinder where the velocity gra
dient is large, and is diffused into the main flow. Due to the 
existence of the throughflow, the vorticity is convected and 
elongated into the downstream area. Unlike the vorticity in the 
in-line array, the zero contour of vorticity exists only in the 
rear surface of the tube where the separation zone attached. 

As the Reynolds number increases to 120, the increased in-
ertial force delays the deflection of the stream lines near the 
front part of the tube resulting in a thin boundary layer on the 
upstream surface and a larger separation zone on the 
downstream surface. Because of the higher velocity in the 
throughflow the recirculation strength is increased in the 
separation zone. A feature of vorticity distribution is 
characterized by the contour of zero vorticity contours for 
each row in the tube banks as shown in Fig. 6. The other con
tour lines are similar to that for the Reynolds number of 40, 
except with higher strength and convection farther 
downstream. 

At higher Reynolds numebrs of 400 and 800, the contours 
of the stream functions shown in Fig. 6 are similar to those for 
the Reynolds number of 40 with stronger recirculation in the 
separation zone. The stream lines in the throughflow are near
ly parallel to each other negotiating through staggered tubes. 
It should be remarked that in the case of Re = 800, the eddy 
behind the cylinder may be no longer steady since it was 
observed that if a large time step is employed in the computa
tion the numerical solution and hence the flow physically may 
be on the verge of becoming unsteady flow. The steady flow 
solution is obtained after additional underrelaxation factors 
and physically smaller disturbance are introduced in the time-
marching method. The steady-state solution is shown in Fig. 
6. The distribution of vorticity at this higher Reynolds number 
shows that the high vorticity region is confined in the region 
near the tube. The constant contour lines of vorticity are not 
only carried farther downstream by the higher convective 
velocity but also rolled up near the center of the recirculation 
due to the stronger vortical motion in the separation zone. 

6 Conclusions 

The flow and heat transfer from arrays of tubes in crossflow 
are complex phenomena because of its complex geometry, and 
are important in many engineering applications. In the present 
study, the boundary-fitted coordinate system is incorporated 
with the FA numerical method to predict laminar flow and 
heat transfer in the standard layouts of tube banks. The FA 
solutions were obtained for the two-dimensional 
Navier-Stokes equations written in the stream-function and 
vorticity formulation and the energy equation in the 
transformed plane. The present numerical procedure worked 
successfully for both in-line and staggered arrays. It is shown 
that the boundary-fitted coordinate transformation can be 
utilized successfully with the FA method to solve flow prob
lems with complex geometries because one of the boundary-
fitted coordinates coincides with irregular boundaries. Where 
the boundary conditions can be imposed precisely, accurate 
solutions can be obtained. Furthermore, the FA solutions ob
tained are shown to be stable and converge rapidly. This is 
mainly because the FA solution contains the automatic up-
winding influence of neighboring nodes, hence the 
characteristics of the convection-diffusion equations are 
preserved properly in the FA algebraic equations. 

References 

Antonopoulos, K. A., 1985, "Heat Transfer in Tube Banks Under Condi
tions of Turbulent Inclined Flow," Int. J. Heat and Mass Transfer, Vol. 28, No. 
9, pp. 1645-1656. 

Chen, C J., 1987, "Finite Analytic Method," in: Handbook of Numerical 
Heat Transfer, W. J. Minkowycz, E. M. Sparrow, R. H. Pletcher, and G. E. 
Schneider, eds., Wiley, New York, Chap. 17. 

Chen, C. J., and Chen, H. C , 1984, "Development of Finite Analytic 
Numerical Method for Unsteady Two-Dimensional Navier-Stokes Equations," 
J. Computational Physics, Vol. 53, No. 2, pp. 209-226. 

Chen, C. J., and Obasih, K. M., 1986, "Numerical Generation of Nearly Or
thogonal Boundary-Fitted Coordinate System," Proceeding, The Symposium 
on Advancement in Aerodynamics, Fluid Mechanics and Hydraulics, ASCE, 
Minneapolis, MN, June 3-5, pp. 585-592. 

Chen, C. J., and Cheng, W. S., 1985, "Finite Analytic Prediction of Tur
bulent Flow Past an Inclined Cylinder," Third Symposium on Numerical and 
Physical Aspects of Aerodynamic Flows, California State Univ., Long Beach, 
CA, pp. 3.27-3.41. 

Chen, C. J., Yu, C. H., and Chandran, K. B., 1987, "Finite Analytic 
Numerical Solution of Unsteady Laminar Flow Past Disc-Valves," / . Engineer
ing Mechanics, Vol. 113, No. 8, Aug., pp. 1147-1162. 

Ho, K. S., and Chen, C. J., 1983, "Finite Analytic Solution of Laminar Con
vective Heat Transfer in Tube Bundles," ASME Paper No. 83-WA/HT-23. 

Launder, B. E., and Massey, T. H., 1978, "The Numerical Prediction of 
Viscous Flow and Heat Transfer in Tube Banks," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 100, pp. 565-571. 

Le Feuvre, R. F., 1973, "Laminar and Turbulent Forced Convection Pro
cesses Through In-Line Tube Banks," Imperial College London, Mechanical 
Engineering Dept., HTS/74/5. 

Thorn, A., and Apelt, C. J., 1961, Field Computations in Engineering and 
Physics, Van Nostrand, London. 

Thompson, J. F., Thames, F. C , and Mastin, C. W., 1974, "Automatic 
Numerical Generation of Body-Fitted Curvilinear Coordinate System for Fields 
Containing Any Number of Arbitrary Two-Dimensional Bodies," J. Computa
tional Physics, Vol. 15, pp. 299-319. 

Thompson, J. F., Thames, F. C , and Mastin, C. W., 1977, "TOMM-
CAT—A Code for Numerical Generation of Body-Fitted Curvilinear Coor
dinate System on Fields Containing Any Number of Arbitrary Two-
Dimensional Bodies," J. Computational Physics, Vol. 24, pp. 274-302. 

Zeng, X. J., and Li, W., 1987, "The Stability and Convergence of Finite 
Analytic Method for Unsteady Two-Dimensional Convective Transport Equa
tions," in: Turbulence Measurements and Flow Modeling, C. J. Chen, L. D. 
Chen, and F. M. Holly, eds., Hemisphere Publishing Co., pp. 427-433. 

640/Vol. 111, AUGUST 1989 Transactions of the ASME 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ching Jen Chen 
Professor and Chairman. 

Tzong-Shyan Wung 

Department of Mechanical Engineering, 
Iowa Institute of 

Hydraulic Research, 
College of Engineering, 
The University of Iowa, 

Iowa City, IA 52242 

Finite Analytic Solution of 
Convective Heat Transfer for Tube 
Arrays in Crossflow: Part II—Heat 
Transfer Analysis 
The convective heat transfer and pressure drop in flow past two types of tube array 
are solved numerically by the Finite Analytic Method in this investigation. The tube 
arrays considered are an in-line tube array and a staggered tube array with 
longitudinal and transverse pitch of two. The flow field solution is obtained and 
analyzed in Part I of the study. In the present Part II, the temperature field, heat 
transfer characteristics, and pressure drop are investigated. The fluid and tubes are 
considered to be at the same temperature, except for the array tube, which is heated 
or cooled. The solution domain covers three pitches of tube arrays in order to 
simulate accurately the non-periodic behavior of the temperature field downstream 
of the heated tube. In general, the heat transfer in a staggered array of tubes is found 
to be higher than that in an in-lined array of tubes. However, the pressure drop in a 
staggered array arrangement is also higher. Local heat transfer varies between in
line and staggered tube arrays and depends on Reynolds number and Prandtl 
number. At high Reynolds number, the local heat transfer tends to peak at the 
upstream surface of the heated tube but away from the stagnation point and 
becomes minimum at the separation point. Heat transfer in recirculation zones are, 
in general, small. 

I Introduction 

This study is the second part of a two-part investigation on 
convective heat transfer for tube arrays in a crossflow. The 
tube arrangements selected for the study are an in-line array 
and a staggered array, both with longitudinal and transverse 
pitch of two. These two tube arrays are perhaps the most 
typical tube arrangements in the design of industrial heat ex
changers. In this study, it is demonstrated that the flow and 
heat transfer in these complex geometries can be numerically 
simulated. In Part I (Wung and Chen, 1989) of the present in
vestigation, the flow field is analyzed for Reynolds numbers of 
40, 120, 400, and 800. The numerical solutions are obtained by 
solving the Navier-Stokes equations, written in the form of 
stream function-vorticity formulation via the finite analytic 
numerical method. Boundary-fitted coordinates were used to 
obtain accurate numerical solutions. In this part, the 
numerical solutions for a temperature field are obtained from 
energy equations in a larger domain of computation. Hence, 
an accurate temperature field and details of heat transfer 
characteristics are predicted. 

In the present study, attention is focused on the convective 
heat transfer from a heated tube in the fully developed region 
of tube arrays in a crossflow, as shown in Fig. 1. The fluid is 
considered incompressible with constant properties and the 
flow is assumed to be steady and two dimensional. The flow 
pattern is assumed exactly repeated from one row to the next 
and is symmetric from one column to the other column for 
both in-line and staggered arrays. It should be remarked that 
although only one period of arrays is needed for the solution 
of flow field in in-line or staggered arrays, three periods of ar
rays, as shown in Fig. 1, are considered for the solution of the 
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temperature field because temperature boundary conditions 
are not periodic. 

2 Analysis 

2.1 Governing Equations. The stream function-vorticity 
formulation of the flow past a tube bank, written in dimen
sionless form, is given as follows: 

Retf, + <Pyrx-<Px{y) = tla + tyy 0) 

<Pxx
 + <Pyy=-t (2) 

and the energy equation with no heat generation, no radiation, 
and negligible viscous dissipation is 

Pe(6t + <Pydx-<Px6y)=dxx + eyy (3) 

where <p, f, and 6 are dimensionless parameters and are the 
stream function, vorticity, and temperature, respectively. 
They are made dimensionless by scaling vorticity f by V/d, the 
stream function <p by Vd, the temperature d by T„ — T0, the 
space dimensions x and y by d, and time t by d/ V. Re = Vd/v is 
the Reynolds number based on the cylinder diameter d and the 
average velocity V in the minimum free flow area between 
tubes, and the Pe is the Peclet number Pe = Pr Re, where Pr is 
the Prandtl number. T„ is the isothermal temperature of the 
heated tube and T0 is the constant inlet temperature of the 
fluid and the unheated tubes. The vorticity f is defined by 

f= l> x -K„=-VV (4) 

and velocity components 
u = <py, v=-<px (5) 

The transient terms in the vorticity equation (1) and energy 
equation (3) are retained because the time-marching method 
will be used in the numerical calculation of the steady flow and 
heat transfer problem. Equations (1) and (2) with pertinent 
body conditions are solved first and given in Part I of the pres-
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(b) . Staggered array 

Fig. 1 Computational domain for in-line and staggered tube 

Nomenclature 

d = diameter of tube 
h, h = local and average convec

tion heat transfer 
coefficient 

H = height of computational 
domain or one half 
transverse pitch height 

k = thermal conductivity of 
the fluid 

n = direction normal to the 
wall 

Nu, Nu = local and average Nusselt 
number 

P = pressure 
Pe = Peclet number 
Pr = Prandtl number 
Re = Reynolds number = Vd/v 

s = vector in streamwise 
direction 

t = time 
t = tangential vector 

T = temperature 
u, v = velocity components 

V = averaged velocity in the 
minimum flow area 

W = width of computational 

domain or longitudinal 
pitch width 

x, y = Cartesian coordinates 
T = boundary contour 
f = vorticity 
6 = dimensionless temperature 
v = kinematic viscosity 
p = density 
<p = stream function 

V2 = Laplacian 

Subscripts 
0 = initial value 
w = wall 
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(a). In-line array 

(b). Staggered array 

Fig. 2 Boundary-fitted coordinate system with Chen and Obasih con
traction function 

ent study (Wung and Chen, 1989). In this study, equation (3) 
is solved in a larger computational domain as shown in Fig. 1. 

2.2 Initial and Boundary Conditions. The boundary con
ditions are required for all boundaries of a computational do
main since the governing equations are elliptic in spatial coor
dinates. In general, along the boundaries of the lower and up
per symmetric planes, the stream function is respectively set 
equal to zero and to a constant value, which is equivalent to 
one half the value of the mean mass flow rate through the 
channel. The vorticity and the normal gradients of 
temperature are zero along the planes of symmetry. Around 
the surface of the cylinders, the value of the stream function is 
uniform, corresponding to an impermeable wall, and is the 
same as the value of the adjacent symmetric plane. The value 
of vorticity on the cylinder is unknown and must be solved as a 
part of solution. However, it can be approximated from the 
stream function in the immediate vicinity of the surface ac
cording to the impermeable condition. In order to investigate 
the temperature distribution around a heated tube, the com
putational domain is extended three periods for both in-line 
and staggered arrays as shown in Fig. 1. The temperature of 
one cylinder is kept at a higher uniform value of one, while the 
others are kept at zero. The boundary conditions for the flow 
variables along the inlet and outlet plane are chosen to be 
periodic in the in-line array, or to be reversely periodic in the 
staggered array. The temperature of the inlet flow is assumed 
to be zero, while the outlet temperature at the boundary, 
which is located three periods downstream, is imposed to be 
the same in the streamwise direction, or 

dO(x, y, t)/ds = 0 (6) 
where s denotes the unit vector along the streamwise direction, 
as shown in Fig. 1, passing through the nodal point on the 

outlet boundary. The physical meaning of this outlet bound
ary condition is that the temperature field along the outlet 
contour is dominated by the streamwise convection. The 
detailed computational procedures are documented by Wung 
(1986). 

3 Analysis 

3.1 Numerical Solution. The boundary-fitted coordinates 
are numerically generated based on the transformation and 
the contraction function suggested by Chen and Obasih 
(1986). The boundary fitted coordinates for in-line arrays and 
staggered arrays are shown in Fig. 2. The finite analytic solu
tions for both velocity and temperature field are then obtained 
on the boundary-fitted coordinates before they are converted 
into the physical coordinates. The velocity field is solved in a 
computational domain with one period of the array arrange
ment since the flow field is periodic for every pitch of tube ar
ray. The temperature field, however, is solved in an expended 
computational domain of three periods since the temperature 
field is not periodic when a tube is heated in the arrays. Details 
of solution procedure are described in Part I of this investiga
tion by Wung and Chen (1989) and Wung (1986). 

3.2 Heat Transfer Coefficient. In many practical applica
tions, engineers are also interested in the heat transfer rate 
from tubes in addition to the temperature distribution be
tween tubes. The heat transfer coefficient h can be expressed 
in the dimensionless form by the local and mean Nusselt 
numbers Nu and Nu, defined as 

and 

S U = - F = ( L N U * ) / ( L * ) (7) 

respectively, where h and h are the local and mean heat 
transfer coefficients and ds is the infinitesimal distance on the 
contour T of the tube wall. 

3.3 Recovery of Surface Pressure and Pressure Drop. In 
the stream function-vorticity formulation of the fluid flow 
problem, the pressure field is eliminated in obtaining the solu
tion. The pressure field can be recovered from the converged 
stream function and vorticity fields. The distribution of sur
face pressure and pressure drop across the tube bank can be 
easily computed by integrating the pressure gradients along 
the solid boundaries and symmetry planes of the flow. These 
pressure gradients are derived from the momentum equations 
along with the constant values of stream function and vorticity 
on the symmetric planes and the impermeable conditions 
around the wall. For the surface of the cylinder, the pressure 
gradient is conveniently expressed in terms of the local normal 
and tangential coordinates (n, t) as 

while along the symmetry planes of the flow 

dx 2 dx LV dy ) J Re dy ' 
Integration of equation (8) along the surface of the cylinders 

will provide the detailed pressure distribution on the tube sur
face. In order to obtain the pressure drop across the tube 
banks, one needs to select an appropriate integrating path that 
has the end point located at the same position in the following 
period as the starting point. For the in-line array shown in Fig. 
1, the pressure drop for three pitches can be obtained by 
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Fig. 3 Temperature distribution for in-line array at Re = 40 

Fig. 4 Temperature distribution for in-line array at Re = 120 

PA ~PB = - r — d x (10) 
JB dx 

or for one pitch 
rF dp [E dp 

PF-PD=\ -t-dt+\ -^dx (11) 
JE dt JD dx 

For the staggered array of tubes, since there are two rows in a 
period, as illustrated in Fig. 1, the integrating path may be 
selected as 

CB dp f c dp p°-p°=L-irdt+L-£-dx (12) 

It is noted that the pressure drop in equation (12) is a result of 
the flow past two rows of a staggered array. 
4 Results and Discussion 

This section presents the numerical solutions of convective 
heat transfer across tube bundles with in-line and staggered ar
rays at four Reynolds numbers, 40, 120, 400, and 800. The 
computations were performed by a PRIME 850 computer 
system. 

4.1 Distribution of Temperature. The temperature fields 
are solved in the expanded domains of three periods with 
91 x21 and 61 x21 grid nodes for the in-line array and stag
gered array, respectively. Since it is assumed that the fluid 
flow is incompressible with constant transport properties, the 

Fig. 5 Temperature distribution for in-line array at Re = 400 

Fig. 6 Temperature distribution for in-line array at Re = 800 

solution for the energy equation (3) is obtained via the FA 
numerical method with velocity fields expressed in terms of 
the stream function (Wung and Chen, 1989). In this study, 
three Prandtl numbers of 0.1, 1, and 10 are considered in the 
flow fields of Re = 40, 120, 400, and 800. The heat transfer 
problems thus correspond to a Peclet number in the range of 4 
to 8000. 

Before presenting the results of the temperature solutions, 
the validity of the outlet thermal boundary condition is ex
amined by comparing the solutions of the temperature fields 
in the two different computational domains, namely two and 
three periods of tube arrays, with the same outlet thermal 
boundary condition described in equation (6). The maximum 
difference of the temperature between solutions of two and 
three periods of tubes was found to be within 0.014, which oc
curred at the low Peclet number along the lines near the outlet 
boundary. The maximum difference of the heat transfer of the 
heat transfer from heated tubes was found to be less than 0.5 
percent, which occurred in the separation zone. Hence, the 
assumption of the predominant convection along the outlet 
boundary is excellent. Although only two periods are needed 
to compute the temperature field around a heated tube, solu
tions presented below are obtained for the three-period do
main since they provide a detailed temperature distribution for 
the downstream area without significantly increasing the com
putational time. This is because the flow fields are already 
solved and an overrelaxation factor of 1.0 to 1.8 can be used 
for the computation of the temperature. 
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Fig. 7 Temperature distribution for staggered array at Re = 40 

Fig. 8 Temperature distribution tor staggered array at Re = 120 

A In-Line Array. The temperature distributions, around 
a heated cylinder in the in-line array are plotted in Figs. 3-6. 
For each figure, the stream function is presented at the top 
followed by the temperature plots for three Prandtl numbers 
of 0.1, 1, and 10. 

In general, the temperature distribution in the tube array is 
a strong function of Reynolds number and Prandtl number, 
and consequently the Peclet number. At a low Peclet number, 
the temperature distribution is mainly dominated by thermal 
diffusion, while for the higher Peclet number, the convection 
heat transfer plays an important role. 

For the same Peclet number, the influence of the flow field 
on the temperature distribution can be readily realized by 
comparing the isotherms of Fig. 3 to Fig. 6. For instance, at 
Pe = 40, the temperature distribution for Re = 40 and Pr = 1 
shown in Fig. 3 is very similar to that in Fig. 5 with Re = 400 
and Pr = 0.1, except in the vortex region where the latter case 
has stronger recirculation strength. The difference is more evi
dent at the Peclet number of 400. The front separation zone of 
the heated tube is filled with the isothermal lines for Re = 400 
and Pr= 1, due to the larger and strengthened vortex, while 
for the case of Re = 400 and Pr= 10, the isotherms are con
fined near the bottom symmetric plane because of the small 
and weak recirculation. It can be observed that the area af
fected by the heat transfer is smaller for the higher Prandtl 
number in the same flow field since the thermal diffusivity is 
lower. 

Fig. 9 Temperature distribution for staggered array at Re = 400 

Fig. 10 Temperature distribution for staggered array at Re = 800 

B Staggered Array. The temperature distributions for a 
staggered array are presented in Figs. 7-10 for four Reynolds 
numbers and three Prandtl numbers. A general view of the 
plots indicates that the temperature fields are quite different 
from those for the in-line array because of the wavy motion of 
the through stream in the staggered array and the isolation of 
the separation zone behind the cylinder. For the medium to 
high Peclet number, the temperature contours are packed 
along the upstream facing surface and diffused into the 
downstream. In the separation zone, the thermal layer is 
relatively thick, particularly near the separation point. Again, 
the similarity of temperature profiles between different 
Reynolds numbers but with similar Peclet numbers is 
observed. 

4.2 Heat Transfer From a Heated Tube. The temperature 
distribution of a heat transfer configuration can provide 
detailed information about a temperature field such that one 
can determine the existence of hot spots or other phenomena 
related to the temperature. Many engineering applications are 
also concerned with the rate of the heat transfer from or to a 
surface. The heat transfer rate is conveniently expressed in the 
dimensionless form, the Nusselt number, defined by equation 
(6). 

A Heat Transfer From In-Line Arrays. The local heat 
transfer coefficient from a heated cylinder in the in-line array 
is shown in Fig. 11 for the four Reynolds numbers in-
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In-line array 

Fig. 11 Local Nusselt number of a heated tube in the in-line array 
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Fig. 12 Local Nusselt number of a heated tube in the staggered array 

vestigated. The averaged Nusselt numbers are also inscribed in 
the plot. It is seen that the local Nusselt number Nu is a strong 
function of both Reynolds number and Prandtl number. In 
general, the heat transfer coefficient is increased with increase 
of Reynolds number and Prandtl number. Unlike the case of a 
single cylinder in a crossflow (Zukauskas and Ziugsda, 1985), 
where the maximum local heat transfer is around the front 
stagnation point, the maximum local heat transfer rate for an 
in-line array is located near 120 deg from the rear stagnation 
point where the cold fluid makes its first contact with the tube, 
while the minimum local heat transfer rate is located near the 
separation point where the heated fluid departs the surface. In 
the front surface of the heated tube, although it is immersed in 
the separation zone, the oncoming cold flow creates a thin 
thermal boundary layer, resulting in higher heat transfer rate. 
As the fluid convected along the heated wall to the top of the 
tube, the fluid is heated and the thermal boundary layer is 
thickened, hence, the heat transfer rate is decreased drastically 
to reach the minimum near the separation point where the 
heated fluid is carried away. Because of the slow circulating 
motion inside the separation zone behind the heated tube, the 
heat transfer rate in this region is relatively low. 

B Heat Transfer From Staggered Arrays. Figure 12 
presents the local heat transfer coefficient from a heated tube 
in the staggered array. The plots show that the local Nusselt 
number is also a strong function of the Reynolds number and 

Prandtl number. The position of the maximum local Nusselt 
number is not fixed around 120 deg as that for the in-line ar
ray; rather, it moves with flow condition or the Reynolds and 
the Prandtl number. At a low Prandtl number of 0.1, the pro
file of the local Nusselt number is very similar to that of a 
single cylinder (Zukauskas and Ziugsda, 1985). In this case, 
the local heat transfer rate is high near the region of the front 
stagnation point, and then as the fluid moves past the stagna
tion point, the heat transfer rate becomes smaller due to the 
growth of the thermal boundary layer, as shown in Figs. 7-10. 
Low Nusselt numbers in the separation zone are also seen in 
the staggered array. 

The profile of the local Nusselt number changes with the 
Reynolds number. At a low Reynolds number, the position of 
the maximum heat transfer rate is located close to the front 
stagnation point. As the Reynolds number is increased, this 
peak shifts toward the top of the cylinder since the thermal 
boundary layer is very thin at high Peclet numbers. 

For a medium Prandtl number of 1, the tendency of the 
local heat transfer rate at the low Reynolds number is similar 
to that of a low Prandtl number of 0.1, while at a high 
Reynolds number it is closer to the performance of a high 
Prandtl number of 10. 

4.3 Correlation of the Nusselt Number. The averaged 
Nusselt numbers for the in-line and staggered array at three 
Prandtl numbers and four Reynolds numbers are summarized 
in Fig. 13. In general, the averaged heat transfer coefficient 
for the staggered array is higher than that for the in-line array. 
This is mainly because the flow must negotiate through the 
staggered array in a meandering fashion, which prevents the 
formation of a large separation zone in the arrays. 

Computed data for a given type of tube array are used to 
correlate the relationship between the Nusselt number and the 
Reynolds number and Prandtl number. For the in-line array, 
the correlation equation is 

Nu = 0.8 Re°-4Pr0-37 

while for the staggered array the equation is 

Nu = 0.78 Re°-45Pr0-38 

(13) 

(14) 

In Fig. 13, the empirical correlations of Zukauskas et al. 
(1978) and measured data for Wung (1986) for air flow 
(Pr= 1) in in-line and staggered arrays are also presented for 
comparison. It is seen that the present numerical predictions 
are slightly lower than the experimental data, especially in the 
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Fig. 14 Distribution of surface pressure along tubes in bundles 

perimental data available for comparison of the surface 
pressure in the range of the Reynolds number investigated. 
However, the general trends of the surface pressure coeffi
cients are in agreement with those shown in Zukauskas et al. 
(1978). 

For the in-line array, Fig. 14 shows some increase of the 
pressure on the tube surface in the upstream side between the 
front stagnation point and the reattachment point. The reat
tachment points are a function of Reynolds number and are 
provided in Part I of this study by Wung and Chen (1989). 
There is a large pressure drop between the reattachment point 
and the top of the tube where the throughflow swept over. The 
pressure is gradually recovered in the rear recirculation zone. 
The pressure distribution around a tube surface in a staggered 
array is more or less similar to that of a single cylinder in a 
crossflow (Zukauskas and Ziugsda, 1985). The magnitude of 
the pressure drop along the tube surface in a staggered array is 
higher than that in an in-line array because the throughflow 
changes its direction near the upstream facing surface. For 
high Reynolds number of 400 and 800, the computed pressure 
distributions are not smooth in the upstream facing surface. 
This is mainly due to the fact that the distributions of vorticity 
in this region have severe gradients, as shown in Figs. 5 and 6 
of Part I in this investigation (Wung and Chen, 1989). 
Therefore, their derivatives show some zigzag shapes in the 
upstream facing surface. 

Figure 15 gives the computed pressure drop across one 
period of tube banks and its comparison with the empirical 
correlations suggested by Zukauskas et al. (1978). The 
predicted pressure drop for staggered tubes is slightly above 
the experimental data while that for the in-line tubes is lower 
than the experimental correlation. Further study is needed in 
analyzing the difference. However, the comparison shows that 
the predicted trend of pressure drop agrees with the observa
tion of Zukauskas et al. 
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Fig. 15 Pressure drop across tube banks 

higher Reynolds numbers investigated. This may be because 
shedding in the flow is not considered in the computation 
while in the experiment the shedding may appear at high 
Reynold numbers. The shedding behind a cylinder, in general, 
will promote the heat transfer rate since it sweeps the heated 
fluid downstream. 

4.4 Surface Pressure and Pressure Drop Across Tube 
Banks. The distributions of the surface pressure along the 
cylinder surfaces are shown in Fig. 14 for both in-line array 
and staggered arrays. In general, there is a difference in 
distribution of the pressure coefficient around the tube surface 
between in-line arrays and staggered arrays. There are no ex-

5 Conclusions 
The flow and heat transfer from arrays of tubes in crossflow 

are important in many engineering applications. In the present 
study, the boundary-fitted coordinate system is incorporated 
with the FA numerical method to predict characteristics of 
convective heat transfer in the two standard layouts of tube 
banks. The finite analytic (FA) solutions were obtained for the 
two-dimensional Navier-Stokes equations and the energy 
equation in the transformed plane. Some findings are ex
plained as follows: 

1 The boundary-fitted coordinate transformation can be 
utilized successfully with the FA method to solve flow and 
heat transfer problems with complex geometries. Because one 
of the boundary-fitted coordinates coincides with irregular 
boundaries where the boundary conditions can be imposed 
precisely, accurate solutions can be obtained. 

2 The FA solutions obtained are shown to be stable and 
converge rapidly. This is mainly because the FA solution con
tains the automatic upwinding influence of neighboring 
nodes; hence, the characteristics of the convection-diffusion 
equations are preserved properly in the FA algebraic 
equations. 

3 The flow pattern and temperature distribution are strong
ly affected by the arrangements of the tubes and flow 
parameters such as the Reynolds number and Prandtl number. 
The heat transfer coefficients are correlated with these two 
parameters. 

4 Because of the shading created by the preceding tube in 
the in-line array, the recirculation regions are formed in the 
front and rear of a tube in the range of Reynolds numbers 
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studied. In general, the heat transfer rates are relatively low in 
the recirculation zone. However, due to the direction of recir
culation, the heat transfer rate near the front surface of a 
heated tube is higher than that near the rear surface. The loca
tion of the maximum local heat transfer rate in the in-line ar
ray is almost stationary at 60 deg when measured from the 
front stagnation point. 

5 Flow and heat transfer around a heated tube in the stag
gered array at low Peclet numbers are somewhat similar to 
that of a single cylinder. In this case, the local heat transfer 
displays a high value near the front stagnation point and then 
decreases to the minimum value around the separation point 
near the rear part of the cylinder. The profile of the local heat 
transfer coefficient is influenced by the Reynolds number. 
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E R R A T A 

Errata for "Freezing of Water-Saturated Porous Media in the Presence of Natural Convection: Experiments 
and Analysis," by S. Chellaiah and R. Viskanta, published in the May 1989 issue of the ASME JOURNAL 
OF HEAT TRANSFER, Vol. I l l , pp. 425-432. 

Table 1 referred to on p. 427 should be added to the paper. 
The following corrections should be made in equation (8): 

Error 

pC = [<t>pXC\ + (l-<j))psCs] + (l-<j>)ppCp 

Corrected Version 

pc = <$> [yp^ + (l-y)pscs] + {\-<t>)ppcp 

and in equation (9): 

Error 

K = 
d2<p 

175(1 -d)2 

Corrected Version 

K = 
d2<p 

175(1 -<tf -rhV 

(8) 

(8) 

(9) 

(9) 

Table 1 Summary of experimental conditions, A = 0.75 

Exp.No. 

1 

2 

3 

•1 

« 
li 

7 

8 

9 

10 

d(mm) 

12.5 

12.5 

12.5 

6.0 

6.0 

6.0 

2.85 

2.85 

2.85 

2.85 

T h ( -C) 

6.1 

12.4 

18.1 

6.6 

12.5 

18.5 

6.3 

12.9 

17.9 

0.2 

T c(-C) 

-6.2 

-15.8 

-10.3 

-7.2 

-13.4 

-11.9 

-6.9 

-13.9 

-13.8 

-7.1 

# 
0.412 

0.412 

0.412 

0.396 

0.396 

0.396 

0.377 

0.377 

0.377 

0.377 

KX109(m2) 

180.6 

180.6 

180.6 

35.0 

35.0 

35.0 

6.4 

6.4 

6.4 

6.4 

S 

0.077 

0.157 

0.230 

0.084 

0.159 

0.235 

0.080 

0.164 

0.227 

0.000 

Ste 

0.04 

0.110 

0.06B 

0.046 

0.085 

0.076 

0.044 

0.089 

0.088 

0.045 

R a ' 

441.0 

1691.1 

3462.6 

99.2 

332.7 

699.4 

16.6 

64.6 

120.2 

0.0 
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ERRATA 

Errata for' 'Freezing of Water-Saturated Porous Media in the Presence of Natural Convection: Experiments 
and Analysis," by S. Chellaiah and R. Viskanta, published in the May 1989 issue of the ASME JOURNAL 
OF HEAT TRANSFER, Vol. 111, pp. 425-432. 

Table 1 referred to on p. 427 should be added to the paper. 
The following corrections should be made in equation (8): 

and in equation (9): 

Exp.No. d(mm) 

12.5 

12.5 

12.5 

6.0 

6.0 

6.0 

2.85 

2.85 

2.85 

10 2.85 

648 I Vol. 111, AUGUST 1989 

Error 

pc = [cf>PICl + (1- cf»Pscsl + (1- cf»ppcp 

Corrected Version 

pc 

Error 

d 2cf>3 
K = --'---

175(1- d)2 

Corrected Version 

d 2cf>3 
K = --'---

175(1 - cf»2 

Table 1 Summary of experimental conditions, A = 0.75 

Tb('C) T,('C) 1> KX1O'(m') 

6.1 -6.2 0.412 180.6 0.077 

12.4 -15.8 0.412 180.6 0.157 

18.1 -10.3 0.412 180.6 0.230 

6.6 -7.2 0.396 35.0 0.0>l1 

12.5 -13.4 0.396 35.0 U.J5Y 

18.5 -11.9 0.396 35.0 0.235 

6.3 -6.9 0.377 6.4 0.080 

12.9 -13.9 0.377 6.4 0.164 

17.9 -13.8 0.377 6.4 0.227 

0.2 -7.1 0.377 6.4 0.000 

(8) 

(8) 

(9) 

(9) 

Ste R" 
0.04 441.0 

0.110 1691.1 

1 
0.066 3162.6 

0.046 99.2 

0.OS5 ~:j2.7 

0.076 699.4 

0.044 W.6 

0.OS9 64.6 

0.088 I:W.2 

0.045 0.0 
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High Rayleigh Number Laminar 
Natural Convection in an 
Asymmetrically Heated Vertical 
Channel 
Experiments have been performed to determine local heat transfer data for the 
natural connective flow of air between vertical parallel plates heated asymmetrically. 
A uniform heat flux was imposed along one heated wall, with the opposing wall of 
the channel being thermally insulated. Local temperature data along both walls were 
collected for a wide range of heating rates and channel wall spacings corresponding 
to the high modified Rayleigh number natural convection regime. Laminar flow 
prevailed in all experiments. Correlations are presented for the local Nusselt number 
as a function of local Grashof number along the channel. The dependence of both 
average Nusselt number and the maximum heated wall temperature on the modified 
Rayleigh number is also explored. Results are compared to previous analytical and 
experimental work with good agreement. 

Introduction 

The heat transfer characteristics of laminar natural convec
tion flow of air between vertical parallel plates is receiving 
renewed interest in the heat transfer research community. This 
comes primarily in response to the problem of thermal control 
of microelectronic equipment. Passive (natural convective) 
cooling of communications and other microelectronic equip
ment continues to play a prominent role in thermal manage
ment of such systems because of its characteristically low 
operating noise level, low cost, ease of maintenance, and 
simplicity. However, basic understanding of the fundamental 
mechanisms for natural convective heat transfer is lacking (In-
cropera, 1986). This paper reports on an experimental study 
focusing on local heat transfer phenomena in an asym
metrically heated, vertical parallel plate channel with laminar 
air flow in the high Rayleigh number regime. 

Natural convective heat transfer along vertical plates has 
been studied previously by several investigators. The pioneer
ing experimental work of Elenbaas (1942) laid the foundation 
for the study of natural convection in isothermal parallel plate 
channels. A subsequent analytical study by Bodoia and 
Osterle (1962) served to confirm Elenbaas' experiments. More 
recently, Sparrow and Bahrami (1980) studied experimentally 
the analogous isothermal plate boundary condition using the 
naphthalene sublimation technique, examining the effect of 
open edges at the plate lateral extremities. 

Investigations of heat transfer in vertical plates with the 
uniform heat flux thermal boundary condition are fewer in 
number. Sparrow and Gregg (1956) developed a similarity 
solution for natural convection along an isolated vertical, 
uniform heat flux surface. The governing equations have been 
solved for a parallel plate geometry in the developing flow 
region (Aung et al., 1972) and the fully developed limit (Aung, 
1972) for both symmetrically and asymmetrically heated 
isothermal and isoflux plates. Limits bounding three possible 
flow regimes (fully developed, developing, and single plate) 
were proposed as a function solely of the modified Grashof 
number, defined by 

gPqb4 b 
Gr*=-

kv1 H 
(1) 
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Note that the modified Grashof number as defined for use in 
the study of heat transfer in vertical parallel plate channels in
cludes the channel aspect ratio b/H. Raithby and Hollands 
(1975) developed a simplified analysis for the prediction of the 
local heat transfer coefficient in a vertical parallel plate chan
nel with arbitrary wall temperature distribution. Their results 
compared favorably with the experimental and analytical 
work of previous investigators. Miyatake et al. (1973) per
formed both analysis and experiment for natural convection 
between vertical parallel plates with the same thermal bound
ary conditions as this study. Experiments were performed with 
water as the working fluid, and results were compared to the 
theoretical predictions with good agreement. 

Experimental data on natural convection flow of air be
tween vertical parallel plates with uniform heat flux are nearly 
nonexistent. Wirtz and Stutzman (1982) reported 
measurements of local heat transfer in a symmetrically heated 
channel. Correlations were developed for the local heat 
transfer along the channel and the maximum wall temperature 
as a function of relevant problem parameters. Their ex
periments spanned the range of modified Rayleigh number 
from 17.7 to 2414. 

More recently, an investigation of the optimum spacing of 
vertical parallel plates with a variety of thermal boundary con
ditions was undertaken by Bar-Cohen and Rohsenow (1984). 
Their paper reviews thoroughly the available data and 
describes the recommended correlations. 

This paper reports on laboratory experiments designed to 
determine local heat transfer characteristics for natural con
vective flow in a vertical parallel plate channel, one wall 
heated with uniform heat flux and the other thermally in
sulated. In many practical applications the imposed heat flux 
at the boundary and characteristic dimensions of the system 
dictate moderate to high Rayleigh number natural convection, 
while still in the laminar regime. Additionally, the asymmetric 
heating boundary condition studied is a limiting case pro
totypical of the arrays of heat-dissipating devices used in the 
electronics industry. The experiments reported here were 
designed to characterize the local and average heat transfer of 
such systems. To this end, the heating rates and channel wall 
spacings were selected such that the Rayleigh numbers were in 
the range 503 < R a * < 1.75 x 107. The results reported herein 
present much-needed local heat transfer correlations for the 
asymmetric heating case, complementing the symmetric 
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heating data of Wirtz and Stutzman (1982). A comparison of 
experimental results obtained in this study with the analytical 
work of Aung et al. (1972) is also performed in the Rayleigh 
number range where overlap of the two studies exists. 

Experimental Apparatus 

A schematic diagram of the experimental apparatus used in 
the experiments is shown in Fig. 1. A vertical parallel plate 
channel is formed by two walls, one heated and the other 
adiabatic. The heated section consists of a 15.2-cm-high (in 
the flow direction) sheet of 0.0051-cm-thick 316 stainless steel 
shim stock positioned in the vertical center on one side of a 
30.5-cm-high channel. The unheated 7.62-cm entry and exit 
lengths were imposed to minimize radiation losses near the 
channel entrance and exit, which would otherwise have been 
radiatively exposed to a relatively cold ambient environment. 
The presence of the unheated entry region has the effect of 
reducing the local heat transfer slightly, since the flow is 
somewhat more developed hydrodynamically upon reaching 
the heated surface. This phenomenon has been treated in a re
cent analytical investigation, which explored the influence of 
hydrodynamic development on local heat transfer in 
buoyancy-driven flow. The effect of inlet velocity distribution 
on local and average heat transfer in natural convection from 
heated vertical parallel plates was studied numerically (Chap-
pidi and Eno, 1988). Uniform and fully developed velocity 
profiles were imposed at the channel inlet, and the resulting 
heat transfer characteristics were examined. It was concluded 
that, except at very large Grashof numbers, the influence of 
fully developed flow conditions at the inlet is negligible. It is 
unlikely that the 7.62-cm unheated entry length used in this 
study would result in fully developed flow conditions at the 
start of the heated section, and asymptotic results to be 
presented in sections to follow bear this out. Additionally, the 
presence of the unheated exit length has been shown to exhibit 
negligible influence on the local heat transfer in the channel 
except for very large adiabatic sections above the heated sur
face (Oosthuizen, 1984). 

The spanwise channel dimension depth (normal to the plane 

channel wall 
spacing b 

heated section of height H, 
thermocouples placed at -

0.508 cm vertical intervals 

opposite wall 
(adiabatic) 

aluminum foil 
shield 

Fig. 1 

inlet 
section 

Schematic of experimental apparatus 

of the figure) is 45.7 cm. With the wall spacings used in this 
study the channel cross-sectional aspect ratio (ratio of channel 
spanwise depth to wall spacing) ranged from 44.9 to 6.0. The 
relatively high aspect ratio was selected to insure that the flow 
and heat transfer in the channel were two dimensional, which 
will be quantified in a section to follow. The stainless steel foil 
was polished using successively finer grit polishing wheels to 
minimize its radiative emissivity. The emissivity was subse
quently measured using an infrared radiometer to be 
0.1 ±0.03. The results were found to be relatively insensitive 
to the 30 percent uncertainty in emissivity, modifying the cor
relations to be presented by no more than 3 percent. The 
heated foil was instrumented with 31 copper-constantan ther
mocouples epoxied to its back surface at equal 0.508-cm inter-

N o m e n c l a t u r e 

A = 

b 
Gr6 

Gr„ = 

Gr* = 

Grx = 

K = 

h = 

H = 
m = 

Nu, = 

correlation constant, equa
tion (5) 
channel wall spacing, Fig. 1 
Grashof number based on 
channel wall spacing 
= g/3qbA/kv2 

Grashof number based on 
channel height, gfiqHA/kv2 

modified Grashof number, 
equation (1) 
local Grashof 
number = g(3qx*/kv2 

local heat transfer coeffi
cient, equation (3) 
average heat transfer coef
ficient, equation (11) 
channel height, Fig. 1 
correlation exponent, equa
tion (5) 
local Nusselt 
number = hrx/k 

Nuw = Nusselt number at the top 
of the heated 
surface = hHH/k 

Nu6 = average Nusselt number, 
equation (10) 
average Nusselt number at 
channel midheight as de
fined by Aung et al. (1972), 
equation (13) 
correlation parameters, 
equation (7) 
fluid Prandtl number = v/a 
heat flux 
conduction loss through the 
insulating substrate, equa
tion (4) 

<7conv = local convective heat 
f l u x = <70hm ~~ <7rad ~~ <7cond 

<7ohm = Ohmic dissipation in the 
heated foil 

qni = radiation loss from the 
heated foil 

Nu, 

P, Q 

Pr 
Q 

Qcond 

Ra = 
Ra* = 

T0 = 

T = 
L S,X 

Ti,x = 

T\ = 

x = 

spatial average of heat flux 
corrected for radiation and 
conduction losses 
Rayleigh number = GrPr 
modified Rayleigh 
number = (Jb/H) Ra 
channel inlet air 
temperature 
local heated surface 
temperature 
local insulated wall 
temperature 
estimate of the average 
bulk temperature in the 
channel, equation (6) 
coordinate direction along 
axis of channel 
dimensionless temperature 
of adiabatic 
wall=(T2.x-T0)/(qb/k) 
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vals along a vertical line midway between the horizontal ex
tremities of the channel. Small diameter wire (0.0127 cm dia.) 
was used in the fabrication of the thermocouples to minimize 
the thermal disturbance at the back surface of the heated foil. 

Additional thermocouples were positioned 11.4 cm to either 
side of the primary centerline instrumentation to monitor the 
horizontal variations in the heated surface temperature. One 
can characterize these horizontal variations by defining a 
parameter 

A/! = 
1 A,x (2) 

1 s,x 1 0 

where TAx is the measured surface temperature at the same ax
ial location, and to either side of the local centerline 
temperature Tsx. The parameter Ah indicates the possible er
ror in the calculated local heat transfer coefficient due to 
three-dimensional effects in the system. The maximum varia
tion of the horizontal temperatures as quantified by the 
parameter Ah of equation (2) was 3 percent, with the average 
deviation being 1.5 percent. Hence, the flow and heat transfer 
in the channel may be assumed to be two dimensional for all 
channel configurations and heating rates studied. 

The heated foil was mounted to a 21.6-cm-thick slab of 
closed-pore extruded polystyrene insulation to minimize con
duction losses. Thermocouples were also placed at the rear 
surface of this insulation in order to estimate and correct for 
the conduction losses. In all experiments these losses never ex
ceeded 1.8 percent of the Ohmic heating in the foil. The op
posite wall forming the channel was a 1.27-cm-thick sheet of 
polystyrene insulation similar to that used as backing for the 
heating plate. This wall was covered with aluminum foil to 
minimize the radiation interaction of the two walls. The sur
face temperature of this wall was measured at three vertical 
locations by inserting thermocouples through small holes in 
the back of the polystyrene sheet and pressing them snugly 
against the aluminum foil. 

The two remaining vertical channel walls were a pair of 
masonite strips that had been precision-milled to give the 
desired wall spacing b. Several sets of these strips were 
machined to give a range of six wall spacings from 1.02 cm to 
7.62 cm, with an expected accuracy of ±0.25 mm. The chan
nel was designed such that experiments could be performed 
with no opposing channel wall as well, corresponding to free 
convection from a single vertical plate. A smooth channel en
trance was fabricated by forming Mylar sheets around blocks 
of contoured polystyrene insulation. The temperature of the 
air entering the channel was also measured with a thermocou
ple positioned directly below the entrance. 

The thermocouples used in the temperature measurement 
were calibrated prior to performing the experiments. These 
thermocouple voltages were read to an accuracy of 1 /xV and 
were software-compensated to yield temperatures in °C direct
ly. Expected accuracy of the measured absolute temperatures 
is ±0.5°C. However, the maximum uncertainty in 
temperature differences is expected to be ±0.1°C. Power was 
supplied to the foil heater from a d-c source with voltage and 
current regulation stable to 0.01 percent. The current was 
displayed directly by the power supply, while the voltage drop 
across the heated surface was measured with small voltage 
taps attached electrically to the foil. The data submitted in the 
original version of this study were based on measurements of 
the voltage drop across the aluminum busbars. However, a 
nearly 13 percent drop in voltage was subsequently measured 
due to electrical contact resistance from the busbars to the 
heated foil. The authors gratefully acknowledge the reviewer's 
comments that triggered the discovery of this error. The 
Ohmic dissipation rate was measured with an expected ac
curacy of 1 percent. However, considerably more uncertainty 
is expected in the determination of the local convective heat 
flux along the heated surface due to radiation losses and two-

dimensional conjugate effects in the insulating substrate. It is 
estimated that the maximum uncertainty in qcom is less than 5 
percent of the Ohmic dissipation in the foil, <?ohm- A period of 
approximately 24 h was required for the foil surface and in
sulation temperatures to cease changing appreciably. After 
steady state was reached, all temperatures were read and 
stored for later data reduction. 

The experiments were performed in a room within a room in 
a basement laboratory. The room was isolated completely 
from ventilation equipment, eliminating convection currents 
in the ambient air. The room had adequate thermal mass so 
that the ambient temperature strayed less than 0.2°C over the 
course of a typical 24-h experiment. Since the emphasis of this 
work was on heat transfer, no measurements of the velocity 
field were made, nor was visualization of the flow performed. 
There is some question as to the ability of standard flow 
visualization techniques to track a buoyancy-driven air flow 
without significantly perturbing the flow field itself. 

Three different power levels were used in the experiments, 
corresponding to nominal wall heat fluxes of # = 215, 275, and 
345 W/m2. These heating rates are spatial averages of the 
values corrected for radiation and conduction losses. The cor
responding Ohmic dissipation heat fluxes were 235, 300, and 
375 W/m2, respectively. The heating rates employed are con
siderably higher than those studied by Wirtz and Stutzman 
(1982), and correspond to typical heating rates found in many 
applications. 

Aung et al. (1972) have characterized the flow between 
parallel plates using the modified Grashof number such that 
Gr*<0.2 represents a fully developed temperature profile, 
0.2 <Gr*< 1000 corresponds to developing flow, and 
Gr* > 1000 corresponds to the single plate limit. Local and 
average heat transfer characteristics are functionally different 
in each regime. Values of Gr* used in this study spanned the 
range 709<Gr*<2.47x 107. Hence, nearly all 17 data sets 
reported here lie above the single plate limit proposed by 
Aung. The largest values of Gr* studied here were used to ap
proach the asymptotic behavior whose results were established 
analytically by Sparrow and Gregg (1956). 

Heat transfer coefficients for natural convection with air 
are typically quite low. Consequently, it was expected that 
radiation might be an important mode of heat transfer in the 
heated channel described in the foregoing, despite the low sur
face emissivities and relatively low surface temperatures. Since 
correlations were to be developed for the convective heat 
transfer coefficient, the heat transfer results were corrected 
for radiation loss from the heated surface. The channel was 
treated as a diffuse-gray enclosure with known (measured) 
temperatures. Thirty-one spatial intervals were used along the 
heated plate, and corresponding intervals were used on the op
posing adiabatic wall. Temperatures along the adiabatic wall 
were interpolated between the measured temperatures there. 
The local radiation heat flux was determined by solving the 
coupled simultaneous equations describing the radiation ex
change in the two-dimensional enclosure whose sides were 
comprised of the vertical heated and adiabatic walls, and the 
"surfaces" formed by the openings at the channel top and 
bottom (Siegel and Howell, 1981). The Ohmic dissipation rate 
was then reduced by the calculated local radiation loss. Cor
rected heat transfer results were used in all correlations 
presented in the following. 

The temperature rise between the top and bottom of the 
heated wall was of order 30 to 40°C in the experiments. The 
corresponding variation in thermophysical properties of air 
over such a temperature range is significant; the ther
mophysical property grouping gf3/kv2, which appears in the 
Grashof number, varies by nearly 30 percent between 20°C 
and 40°C. Accordingly, the local heat transfer data were cor
related with properties based on the local wall temperature, 
rather than an estimate of the average bulk temperature of the 
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Fig. 2 Variation of the heated wall temperature with height for the 
three heating rates studied, wall spacing b = 2.03 cm 

air. Justification for this lies in the fact that the local convec-
tive heat transfer occurs at the wall, where temperature con
tinuity requires that the air be in thermal equilibrium with the 
heated wall. The effect of using local temperatures in cor
relating the experimental data will be discussed in a later 
section. 

The uncertainty in the experimental measurements was 
determined following the procedure recommended by Kline 
and McClintock (1953). The propagation of the uncertainties 
into the relevant dimensionless parameters was then deter
mined. The uncertainty in local Nusselt number Nu* is 
estimated at 6 percent, while the uncertainties in local Grashof 
number Gr̂ . and modified Rayleigh number Ra* are estimated 
at 10 and 12 percent, respectively. 

Experimental Results and Discussion 

General Observations. Profiles of the local heated wall 
temperature were recorded for each experimental heating rate 
and channel spacing. Figure 2 illustrates typical measured 
temperature profiles for the three heating rates employed and 
wall spacing of b = 2.03 cm. The heat fluxes shown are spatial 
averages of the local heat flux corrected for conduction and 
radiation losses. Note that T0 is the air temperature at the 
channel inlet. In general, the profiles are smooth with little 
scatter. Very fine spatial resolution of the wall temperature 
was achieved with the thermocouple intervals chosen. As ex
pected, the wall temperatures are higher for higher heating 
rates; the convective driving potential must increase in order 
to dissipate the Ohmic generation. Local temperatures are 
relatively low near the channel entrance where the thermal 
boundary layer is thin. The wall temperatures climb quickly as 
the boundary layer thickens. There was no indication of tran
sition to turbulent flow in any of the experiments. 

One also notices a slight decrease in the heated wall 
temperature near x/H= 1. A flow reversal near the top of the 
heated section, as observed by Sparrow et al. (1984) in an 
asymmetrically heated buoyancy-driven channel flow, might 
account for this lower temperature. However, the flow rever
sals in the aforementioned study were confined to the 
unhealed wall, and were observed to exercise no influence on 
the heat transfer at the heated wall. The slight decrease in the 
wall temperature near x/H= 1 is more likely a result of con
duction to the polystyrene insulation in the unheated section 
above, effectively reducing the thermal resistance at the top of 
the heated section. This last temperature data point was 
discarded for each experiment in the development of heat 
transfer correlations and their analysis. 

Having measured the local wall temperatures, and knowing 
the Ohmic dissipation rate, the local heat transfer coefficient 
was determined using the relation 

q/qr 
D n D a n n n n n n n n n n r j a D 
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Fig. 3 Ratio of the local radiative and conductive heat flux to the im
posed Ohmic dissipation as a function of wall spacing for (Johm =300 
W/m2 

hx — (<7ohm ~~ <?rad — ^ c o n d V C s , * ~~ ^ o ) (3) 

where <?rad is the local radiative heat flux calculated using the 
procedure outlined in the foregoing. The term qcond is the local 
correction for conduction losses and is calculated assuming 
one-dimensional conduction in the polystyrene substrate on 
which the foil heater was mounted. The conduction loss was 
determined using the relation 

<7cond ~ kins(* s,x ^o) ' -^ i i (4) 

where kim and Lins are, respectively, the thermal conductivity 
and thickness of the insulation substrate on which the heated 
foil is mounted. It should be noted that the foregoing correc
tion for conduction loss is unable to account for the 
redistribution of convective heat flux due to two-dimensional 
conjugate effects. This effect is present particularly near the 
leading and trailing edges of the heated foil, where the energy 
dissipated Ohmically in the foil is able to diffuse through the 
substrate to the insulation surfaces exposed to the convective 
flow in the unheated entrance and exit lengths. As stated 
previously, the effect of this redistribution is estimated to be 
less than 5 percent of <7ohm. 

It was anticipated that radiation might play a nonnegligible 
role in the heat transfer from the heater despite the low surface 
emissivities and temperatures. Figure 3 illustrates the 
calculated ratio of radiative and conductive heat fluxes to the 
Ohmic heat flux dissipated electrically in the foil for the 
Ohmic heating rate of 300 W/m2. The conduction losses are 
very nearly uniform over the heated channel length and 
amount to about 1.5 percent of the Ohmic dissipation. The 
radiation losses, on the other hand, are quite nonuniform over 
the channel height owing to the strong variation in heated sur
face temperature. Radiation losses are observed to increase as 
the wall spacing b increases. The reasons for this are twofold: 
(1) The opposite adiabatic wall temperatures are lower for 
higher wall spacing (as will be shown subsequently), and (2) 
the heated surface "sees" more of the relatively cold, black 
environment through the channel entrance and exit at higher 
channel wall spacings. The radiation correction is highest for 
the case of free convection with no opposing wall, since under 
these conditions the entire heated surface is exposed to the en
vironment. The ratio of radiative to Ohmic heat flux for the 
vertical channels studied here ranges from about 2 to 10 per
cent. Results of the heat loss corrections may then be sum
marized by stating that the actual heat flux convected from the 
heated foil was not uniform in reality, but varied by nearly 4 
percent from channel bottom to top. The conduction and 
radiation corrections combined varied between 6 and 10 per
cent of the Ohmic dissipation. These corrections are signifi
cant and underline the fact that radiation in particular should 
not be neglected in natural convection situations in gases even 
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with very low surface emissivities. As stated previously, all of 
the local and average heat transfer correlations developed and 
analyzed in the sections to follow were based on locally cor
rected heat transfer. 

Correlation of Local Nusselt Number. Having determined 
the local heat transfer coefficient, the local Nusselt number 
can be calculated. Sparrow and Gregg (1956) determined 
analytically the local heat transfer characteristics of a vertical 
plate heated with a uniform heat flux. The local Nusselt 
number was found to vary with the local Grashof number ac
cording to the relation 

Nux=A(Grx)
n (5) 

where the constant A was determined to be 0.52 for air 
(Pr = 0.71), and the exponent m was found to be 0.2. One 
might argue that as a wall is placed opposite the heated sur
face and is brought closer, the temperature distribution along 
the heated wall would continue to behave in a power-law 
fashion. This was shown for symmetrically heated channels by 
Wirtz and Stutzman (1982). The local Nusselt number for heat 
transfer in an asymmetrically heated channel may then be cor
related as a function of the local Grashof number using equa
tion (5). Figure 4 presents such a correlation for the two 
Rayleigh number extremes of this study, Ra* = 5.03 x 102 and 
1.75 xlO7. It should be underlined that the local Grashof 
number was based on thermophysical properties evaluated at 
the local wall temperature. The correlation of the form of 
equation (5) represents very well the heat transfer data for the 
two Rayleigh numbers shown. Using a least-squares regression 
the two data sets were fit with a correlation coefficient of unity 
to three significant figures. A similar regression was per
formed for each data set with equally good fit. 

All data sets were correlated using a least-squares regression 
with equation (5). The dependence of the constant term A and 
the exponent m on the modified Rayleigh number is shown in 
Fig. 5. The modified Rayleigh number used in the abscissa is 
based on the estimated average of the bulk temperature in the 
channel, given by 

Th = Tn + 
*s,H 7 j , 0 

(6) 

Figure 5 shows that both correlation parameters vary quite 
strongly with the modified Rayleigh number until a critical 
number, Ra*rit, after which they become independent of Ra*. 
The experimental data show that Ra*rit has an approximate 
value of 105. This critical modified Rayleigh number will 
subsequently be shown to relate to the interaction between the 
thermal boundary layer growing along the heated wall and the 
adiabatic opposite wall. 

100 
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m = 0.200 
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Fig. 4 Correlation of local Nusselt number with local Grashof number 
for the two modified Rayleigh number extremes studied 

Using the correlation parameters A and m plotted in Fig. 5 
in the correlation equation (5), one can predict the variation of 
the local heat transfer coefficient along the heated surface, 
and hence, the local surface temperature. Obviously, the cor
relation given by equation (5) used in conjunction with Fig. 5 
may be used accurately for the Rayleigh number range studied 
here, 503 <Ra*< 1.75 X IO7. Attempts to incorporate an 
aspect ratio dependence into the local Nusselt number correla
tion (5) were unsuccessful. The experimental findings reveal 
that, for a given heating rate, the local heat transfer coeffi
cient increases as the channel wall spacing b decreases. The 
result is higher local surface temperatures as the channel 
becomes wider. This is due to the so-called chimney effect; the 
presence of the adiabatic opposite wall effectively reduces the 
thickness of the thermal boundary layer growing along the 
heated wall. This phenomenon is expected to be more pro
nounced for narrow channels where the influence of the 
shrouding wall is felt more strongly. This decrease in local 
heat transfer coefficient (with increasing b) ceases, however, 
when the walls are sufficiently far apart, reaching Ra*rit. The 
value Ra* ~ 105 may thus be perceived as the lower Rayleigh 
number bound for the attainment of the single-plate asymp
tote proposed by Aung et al. (1972), and represented by the 
isolated plate analysis of Sparrow and Gregg (1956). 

Figure 5 shows that A and m asymptote to a constant value 
at high modified Rayleigh numbers, the asymptotic values be
ing determined to be approximately A = 0.58 and m = 0.20. As 
the channel wall spacing increases, the heat transfer 
characteristics are expected to approach the value proposed by 
Sparrow and Gregg (1956) for laminar natural convection 
from a single vertical plate. The correlated asymptotic value of 
the exponent from this study, m = 0.20, corresponds exactly to 
that determined analytically by Sparrow and Gregg. Note that 
the exponent correlating data from this study was arrived at by 
using local thermophysical properties in the definition of the 
local Nusselt and Grashof numbers. Correlations were also at
tempted with all properties evaluated at an estimated value of 
the average bulk temperature, equation (6). Using this 
reference temperature in correlating the local heat transfer 
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data, the asymptotic value of the exponent m was found to be 
0.196 (compared to 0.20 when local properties were used). In
deed, the value of m was consistently 2-4 percent lower for all 
data sets when thermophysical properties evaluated at the 
reference temperature proposed by equation (6) were used in 
the definition of the local Grashof number. Corresponding 
values of the constant term A were 2-3 percent higher when 
the approximate average bulk temperature given by equation 
(6) was used for determining the properties. This suggests that 
the use of local properties may be more appropriate in the cor
relation of local heat transfer data for natural convection in 
air, where relatively strong temperature variations and the cor
responding variations in thermophysical properties can occur. 
However, such correlations may be more difficult to apply in a 
thermal design setting. 

The asymptotic value of the constant coefficient A in the 
correlation equation (5) has an approximate numerical value 
of 0.58. The corresponding value of the large channel spacing 
limit given from the isolated vertical plate analysis of Sparrow 
and Gregg (1956) is ,4 = 0.52 for air (Pr = 0.71). The ex
perimentally determined correlation parameter found in this 
study is about 11 percent higher than the A = 0.52 single plate 
limit. The difference in the experiment and analysis may be ex
plained by one or more of the following phenomena. Two-
dimensional conjugate heat transfer in the insulating substrate 
results in higher apparent heat transfer coefficients, which 
would increase the experimentally observed value of A. Radia
tion losses become more prominent as the channel aspect ratio 
increases, and substantially alter the uniformity of the im
posed heat flux. The resulting nonuniformity undoubtedly af
fects the local heat transfer behavior. It is also certain that the 
aforementioned substantial bulk temperature rise and 
associated change in thermophysical properties would affect 
the analytical results, which have been stated here only for 
constant property flow and heat transfer. Wirtz and Stutzman 
(1982) determined the asymptotic value of the coefficient A 
exhibited by the predictions of Aung et al. (1972) to be 0.577, 
and concluded that this may be due to the presence of a 
residual pressure gradient in the channel even at large channel 
aspect ratios. The analysis of free convection from a single 
vertical plate assumes everywhere a hydrostatic pressure gra
dient. It was suggested that the acceleration of fluid in the 
channel case due to the induced axial pressure gradient will in
crease the local heat transfer coefficient, which is in agreement 
qualitatively with the experimental observation made here. 

The value of A = 0.58 from the correlated data of this study 
agrees very well with the value of ,4 = 0.577 found in the 
analytical study of Aung et al. (1972) for natural convection 
between vertical parallel plates. Their numerical predictions 
were limited to a maximum modified Rayleigh number Ra* of 

NuH(b/H) 
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Fig. 7 Local Nusselt number near the top of the heated surface as a 
function of modified Rayleigh number 

approximately 4000 for the thermal boundary conditions of 
this study. 

Wirtz and Stuzman (1982) proposed a correlation for the 
local Nusselt number of the form 

Nu 
x /H\> 

(Ra*)<? (7) 

where Nux is as defined in the present study. Correlating the 
data of the present study in the form of equation (7) gives the 
results of Fig. 6, where the exponent p is plotted as a function 
of Ra*. Results of this study are seen to extend the Rayleigh 
number range of available experimental data. The symmetric 
heating data of Wirtz and Stutzman have been reproduced in 
the figure to contrast with the asymmetric results of this study. 
Note that the dependence of p on the Rayleigh number is 
higher for the symmetric heating case, the slope being - 0.103. 
Thep —Ra* slope for the asymmetric heating boundary condi
tion (-0.062) is slightly more than half that of the symmetric 
heating data. This may be indicative of the dual-sided versus 
single-sided heating in the channel. The asymptotic value of/? 
at high Ra* in Fig. 6 is p = 0.20, agreeing very well with the ex
pected value of 0.20 corresponding to the single-plate limit. 

Maximum Plate Temperature. Of interest to thermal 
designers particularly in the electronics industry is the max
imum temperature along the heated surface. The maximum 
heated surface temperature is expected to occur at the top, 
since the fluid is continually heated as it flows upward. The 
reciprocal of the local Nusselt number at the heated surface 
top is then an indication of the maximum temperature there. 
Figure 7 illustrates the correlated Nusselt number at two 
definitions of the channel top, x/H=0.90 and 0.97, as a func
tion of the modified Rayleigh number. Both x/H locations are 
shown in order to illustrate the influence of lateral conduction 
on the maximum temperature near the exit of the heated sec
tion. The thermophysical properties used in the modified 
Rayleigh number presented in Fig. 7 were based on the local 
wall temperature at the channel top. Hence, the correlation 
parameters shown in Fig. 7 and those of Fig. 5 are slightly dif
ferent. The parameter Nu# (£///) was used on the abscissa 
because it corresponds to hHb/k, the definition of Nusselt 
number at x = Hused in previous studies. 

The data of Fig. 7 correlate very well with the equations 

NuH(6/H)=0.63(Ra*)0-209 

atx/7f=0.97and 

Nu//(Z?/i^)=0.61(Ra*)0-205 

(8) 

(9) 

at x/H= 0.90. As with the correlation of local Nusselt number 
data, the high Rayleigh number limit is seen to depend very 
nearly on (Ra*)02. The experimentally determined value of 
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A =0.63 at x/H =0.91 for this study appears somewhat high 
when compared to the single-plate limiting value of A =0.577 
found by Aung et al. (1972), and used by Wirtz and Stutzman 
(1982) in the development of a composite correlation valid 
over the entire Rayleigh number range (fully developed, 
developing, and single-plate limit regimes). However, the cor
relation for the x/H=0.90 data is considerably closer to the 
aforementioned previous work, and substantiates the sugges
tion that conjugate effects are present near the trailing edge of 
the heated surface. Again, is should be noted that the max
imum modified Rayleigh number investigated by these 
previous investigators was about 4000, making it difficult to 
draw definitive conclusions about the asymptotic behavior at 
high Ra*. 

Average Nusselt Number. The average Nusselt number 
for the asymmetrically heated channel studied may be defined 
as 

Nu„=-
hb 

(10) 

where h is the average heat transfer coefficient over the chan
nel height and is calculated according to the relation 

1 [H 

Hio x (11) 

The average heat transfer coefficient was calculated from the 
local temperature measurements for all experiments by 
numerically approximating the integral in equation (11). The 
results of the integration are shown in Fig. 8. The modified 
Rayleigh number is based on properties evaluated at the 
estimated mean bulk temperature, equation (6). The average 
Nusselt is correlated by the equation 

Nub=0.82(Ra*)° (12) 

Raithby and Hollands (1975) and Bar-Cohen and Rohsenow 
(1984) have shown that transition from the fully developed 
limit (low Ra*) to the single-plate limit (high Ra*) occurs near 
Ra*=20 with deviations from the single-plate limit as the 
Rayleigh number is decreased occurring first at Ra* = 400. The 
data from this study are all well above this limit, and hence, 
show little deviation from the expected single-plate limiting 
relationship Nu6 depending functionally on (Ra*)0-2. 

Aung et al. (1972) have defined an average Nusselt number 
at the channel midheight as 

N\il/2 = qb/(fl/2-T0)k (13) 

where Tl/2 is the average of the two wall temperatures at 
x/H= 1/2. Figure 8 also compares Nu1/2 determined ex-

100 

Nu 

10 r 

: • Nub 

: o mU2 

• 

"o 

Nub = 0.82(Ra*)°\ r^<-

r Q J • • 

^•Numerical predictions of Aung 
et al. (1972) for Nu 1 / 2 

1 • • • - i i t ' ' 1 H I . 

1 0 ' 10° 1 0 ' 10° 10" 10 10° 

Ra* = (b/H)Ra 
Fig. 8 Variation of the average Nusselt number and midheight Nusselt 
number as delined by equations (10) and (13), respectively, with 
modified Rayleigh number 

perimentally from this study with Aung's analytical work. The 
solid line indicates numerical predictions and the dashed line 
extension is the extrapolation of model predictions further in
to the Ra* range studied here. The agreement between predic
tions and data is very good. Aung's numerical predictions 
show a functional relationship 

Nu1/2=0.60(Ra*)' *10.2 (14) 

whereas the experimental work of this study is represented 
more closely by 

Nu1/2 = 0.58(Ra*)° (15) 

However, the difference in predicted and experimentally 
determined midheight Nusselt numbers given by equations 
(14) and (15), respectively, is only about 5 percent. 

Opposite Wall Temperature. The surface temperature 
along the adiabatic wall was measured at three locations cor
responding to x/H=Q, 0.5, and 1.0 with x/Hbeing measured 
from the leading edge of the heated surface. The dimen-
sionless temperature along the insulated wall 62 is plotted as a 
function of the modified Rayleigh number in Fig. 9 for the 
three vertical locations stated previously. The figure shows 
that the insulated wall temperature increases with axial 
distance x/H for each Rayleigh number. Also of note is the 
trend toward dimensionless temperatures near zero at all loca
tions for high Ra*. This indicates that the opposite wall re
mains at or near the ambient temperature at all vertical loca
tions for high Rayleigh numbers. As the Rayleigh number 
decreases, the opposite wall temperature rises dramatically, 
deviating from d2 = 0 near Ra* = 105. Not coincidentally, this 
corresponds to the critical Rayleigh number Ra*rit, identified 
in Fig. 5, where the correlation constants for equation (5) also 
began to show dependence on the Rayleigh number. If the 
radiation transfer between the two vertical plates is mini
mized, the insulated wall temperature will rise only when it is 
influenced by the thermal boundary layer growing along the 
heated surface. It would seem that this begins to occur near 
Ra* = 105. The thermal boundary layer appears to interact 
strongly with the adiabatic opposite wall for Ra* = 103, 
especially at x/H= 1.0. The data for Ra* ~ 103 correspond to 
a dimensional channel wall spacing of b = 1.02 cm. Interaction 
of the thermal boundary layer with the adiabatic wall at this 
wall spacing is in close agreement with the thermal boundary 
layer thickness of approximately 5, = 0.9 cm predicted by the 
analytical solution of Ostrach (1953) for free convection from 
an isolated vertical plate. 

Also shown in Fig. 9 are numerical predictions for the max
imum insulated wall temperature 0maXi2 (which occurs at 
x/H =1.0), made by Aung et al. (1972) for the asymmetric 
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tions x/H = 0.0, 0.5, and 1.0 as a function of modified Rayleigh number 
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thermal boundary conditions studied here. The predicted 
variation matches quite closely the experimental data in the 
region of overlapping Rayleigh numbers for the two studies. 
The experimentally measured temperatures for this study are 
slightly higher than the analytical results, but this could be the 
result of the minor radiation transfer to the adiabatic wall 
from the heated surface. 

Also of note is the reduced radiation transfer from the 
heated surface at smaller channel wall spacings (smaller Ra*). 
As was seen in Fig. 3, the correction for radiation loss from 
the heated wall was reduced for smaller channel wall spacings. 
As explained previously, one reason for this is that the op
posite wall is at a higher temperature due to its interaction 
with the thermal boundary layer, as seen in Fig. 9. The higher 
temperature, 02, increases the resistance to thermal radiation 
heat transfer from the heated to the adiabatic channel. 

Conclusions 
Experiments have been performed to investigate high 

Rayleigh number laminar natural convecton in an asym
metrically heated parallel plate channel. Heat transfer coeffi
cients were determined from local temperatures along the 
heated wall while correcting for radiation and conduction 
losses. Correlations for the local and average Nusselt number, 
as well as the Nusselt number at the channel top, were 
presented for the modified Rayleigh number range studied, 
503<Ra*<1.75xl07. The local Nusselt number correlated 
very well as a function of local Grashof number. The 
parameters of the correlating equation (5) were found to be 
functionally dependent on the modified Rayleigh number, 
Ra* below Ra*~105. At higher modified Rayleigh numbers 
the correlating constant and exponent were found to be in
dependent of Ra*. 

As the channel wall spacing increases (characterized by 
higher modified Rayleigh number) the heat transfer behavior 
approaches that characteristic of free convection from an 
isolated vertical plate heated uniformly (Sparrow and Gregg, 
1956). The asymptotic value of the constant coefficient A in 
the correlating equation (5) was found to be 11 percent higher 
than that predicted by the isolated vertical plate analysis. This 
was explained by the uncertain influence of radiation loss, 
two-dimensional conjugate effects, variation of the ther
mophysical properties with temperature, and possibly a 
residual pressure gradient in the channel flow even for high 
channel aspect ratios. 

Results of the present study compare favorably with ex
perimental and analytical data from other investigations as far 
as the previous work extends into the high Rayleigh number 
regime. Additionally, the importance of corrections for radia
tion and conduction losses, and the appropriate use of local 
thermophysical properties in correlating the data, were 
underlined. 
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Natural Convection Flows Due to 
the Combined Buoyancy of Heat 
and Mass Diffusion in a Thermally 
Stratified Medium 
T/!i5 paper presents a numerical study of laminar doubly diffusive free convection 
flows adjacent to a vertical surface in a stable thermally stratified medium. The two 
buoyant mechanisms are thermal diffusion and species diffusion. The species con
centration is assumed to be small. Boussinesq approximations are incorporated and 
the governing conservation equations of mass, momentum, energy, and species are 
nondimensionalized. These equations are solved using a finite-difference method. 
The results are explained in terms of the basic physical mechanisms that govern these 
flows. It is observed that the ambient thermal stratification has a profound influence 
on the transport characteristics. The results show many interesting aspects of the 
complex interaction of the two buoyant mechanisms. 

Introduction 

Natural convection flows driven by temperature differences 
have been studied extensively; see, for example, Gebhart 
(1971), Jaluria (1980), and Raithby and Hollands (1985). In 
many natural and technological processes, temperature and 
concentration differences occur simultaneously. Such pro
cesses occur in cleaning operations, drying, crystal growth, 
solar ponds, and photosynthesis. A clear understanding of the 
nature of interaction between thermal and concentration 
buoyancies is necessary to control these processes. 

In oceanography, convection processes involving thermal 
and salinity gradients are referred to as thermohaline convec
tion. The term doubly diffusive convection is now widely ac
cepted for all the processes involving simultaneous thermal 
and concentration gradients. In a recent survey, Ostrach 
(1980) classified doubly diffusive convection based on the 
orientation of thermal and concentration gradients with 
respect to gravity vector. Turner (1985) reviewed certain 
classes of multicomponent convection with a number of 
applications. 

Gebhart and Pera (1971) studied laminar natural convection 
flows driven by thermal and concentration buoyancy adjacent 
to flat vertical surfaces. They presented similarity solutions, 
and investigated, in addition, the laminar stability of such 
flows. They also presented an excellent summary of this class 
of doubly diffusive natural convection. Pera and Gebhart 
(1972) extended their previous work to flows from horizontal 
surfaces. In the above studies the effect of stable ambient 
stratification on heat and mass transfer was not considered. In 
many natural convection flows, a stable thermal stratification 
in the ambient is usually present. This occurs, for example, in 
cooling ponds, lakes, solar ponds, and in the atmosphere. 
Natural convection flows are extremely sensitive to the con
figuration and the ambient conditions, as emphasized by 
Ostrach (1980). In the case of multicomponent convection, the 
interaction can be quite complex. An analytical solution using 
the local nonsimilarity method for natural convection heat 
transfer from a vertical surface to a thermally stratified fluid 
was obtained by Chen and Eichhorn (1976). They also present 
experimental results and a summary of related work by other 
investigators. 

In this paper we present a numerical study of the double-

diffusive natural convection flow adjacent to a vertical surface 
in a thermally stratified ambient. We have considered situa
tions where the two buoyant mechanisms aid as well as oppose 
each other. We have studied the role of ambient thermal 
stratification by considering the simple case of linear 
temperature variation. In the present paper we have used the 
boundary layer approximation. This assumption makes it 
easier to interpret the interaction between the two buoyant 
mechanisms. We expect that the physical insight gained in this 
work will enable us to understand better the more complex 
flow situations where boundary layer approximations cannot 
be made. In addition, boundary layer flows have a number of 
practical applications like vaporization cooling of equipment 
(Somers, 1956), and others (Gebhart and Pera, 1971). We 
have used an explicit finite-difference scheme to solve the con
servative equations of mass, momentum, energy, and species. 
We have considered the case of gaseous double-diffusive flows 
with Prandtl number equal to 0.7 and Schmidt number vary
ing between 0.5 and 5. We have also considered aqueous 
double-diffusive flows by assuming Prandtl number equal to 
7.0 and a representative value of 100 for Schmidt number. 

Analysis 

The physical configuration of the problem and the ambient 
temperature variation are given in Fig. 1. Consider a vertical 
surface that is at a temperature t„. The concentration of the 
diffusing species is cw at the surface. In the ambient, the 
temperature increases linearly with height, /«,„ being its value 

*w, 
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at x=0. The concentration of the diffusing species in the am
bient is c„, which is constant. 

The governing equations for double-diffusive natural con
vection flows are well known and given by Gebhart (1971) and 
Jaluria (1980). Using Boussinesq, boundary layer, and dilute 
solution approximations, we obtain the following mass, 
momentum, energy, and species conservation equations for 
laminar flow adjacent to a flat vertical surface: 

du 3v 

du 

17 + u 

dx' ' 

du du 

dx dy 

dt 

17 
dc 

17 

dy 

d2u 
V • 

dy2 

-gB*(c-C<x) 

dt 
+ U-— 

dx 

dc 
+ u—— 

dx 

dt 

dy 

dc 

dy 

0 

+gd(t-t„x) 

d2t 

--D-

dy2 

d2c 

dy2 

(1) 

(2) 

(3) 

(4) 

where B*, the volumetric coefficient due to concentration, is 
defined as \/p (dp/dc)Up (see Turner, 1979). While B is almost 
always positive, 8* may have either sign. If the molecular 
weight of the species is higher than the solution, B* is positive, 
and vice versa. Hence, we observe from the momentum equa
tion (2) that the two buoyant mechanisms aid each other when 
the quantities /3 (*„,-:„,) and 8*(cw-c„) have opposite signs 
and oppose each other when they have the same sign. 

To make the velocity components dimensionless, a convec-
tive velocity based on the temperature difference at x = 0, 
(t„ — ta,0) is employed. The nondimensional variables can be 
written as follows: 

M :̂ 
u= 

T= 

(pgBAt0)
l/3 

• ' ( ^ 

, V 
v 

(vgBAt0)
l/3 

c — c 

and 

(g8At0)
2 

(5) 

The nondimensional conservative equations are then ob 
tained as 

dU dV 

dU 

dr* 

dT 
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(6) 

(7) 

(8) 

(9) 

where B = B*(cw-ca>)/B(tw-tO00) is defined as the buoyancy 
ratio and S=l/At0 dtxx/dX as the thermal stratification 
parameter. 

The following boundary and initial conditions are pre
scribed. 

T*>0 

y = 0 , U=V=0, T=l-SX 

y - o o , u=T=C = 0 

T*=0 

U=V=T=C=OforallXand Y 

We obtain the boundary condition for temperature at the 
wall in nondimensional form as follows: 

L -ta *• iv ' no n 

Since t„ x is a linear function 

T =1 
1 dta X 

where At0 = tw-t<Xi0, 

At0 dX 
By definition of S 

Tw = l-SX 
For linear thermal stratification S is a constant, and for 

other variations it can be represented as a function of X. The 
value of the buoyancy ratio B indicates the relative strengths 
of the two buoyant mechanisms, and its sign determines 
whether they aid or oppose each other. The value of B is ap
proximately equal to 2 for a temperature level of 20°C with a 
difference of about 15°C, and with the difference in the con
centration of water vapor in air associated with saturated con
ditions for these temperature levels. For a salinity difference 

N o m e n c l a t u r e 
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= nondimensional height of 
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= thermal diffusivity 
= volumetric coefficient of 
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p \ dt / P,C 

= volumetric coefficient of ex
pansion with concentration 

= - ( — ) p \ dc 1 t,p 

= kinematic viscosity 
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of 100 ppm in sea water with a temperature difference of 1 °C 
the value of B is about 0.2 (see Gebhart and Pera, 1971).' 
When B is negative the two buoyant forces aid, and when 
positive, oppose each other. 

The energy and species concentration equations are coupled 
through the momentum equation; hence the set of four equa
tions (6)-(9) is to be solved simultaneously. Yang et al. (1972) 
have shown that a similarity solution is not possible for flows 
in stably stratified media. Similarity transformation is possible 
only for the case of temperature decreasing with height, which 
is physically unstable. So we have employed a finite-difference 
technique to solve the governing partial differential equations. 

Numerical Procedure 
The unsteady nondimensional governing equations have 

been written in finite-difference form and time marched by 
employing a uniform grid in each direction. The converged 
solutions then represent steady flow conditions. 

For convenience, we have used an explicit scheme, forward 
in time. We have employed upwind-differencing for convec-
tive terms, and central-differencing for diffusion terms. We 
observe that the cell Reynolds number, Rec, defined as 
lt/AJf/(l/Pr)l or (1/Sc), is higher than 2. Hence, upwind-
differencing is required for stability (see Roache, 1982). 

An explicit scheme has restrictions on the time step due to 
stability considerations, as discussed by Roache (1982). We 
varied the grid size from 10x10 to 50x50. For a grid size 
finer than 30 x 30, numerical values changed only in the fourth 
decimal place. This corresponds to an error of less than 0.5 
percent. We have chosen a grid size of 40 x 40 for the results 
presented. This ensures that there are at least four grid points 
between the surface and the point where the U velocity reaches 
its maximum. 

The convergence criterion employed is of the form 
10"+} - d"j I max < e where n refers to time level, and / and j to-

space. The value of e was chosen to be 10"4. 

An exhaustive catalog of gaseous and aqueous systems is given by Gebhart et 
al. (1988). 

The maximum value of X chosen is 100. At higher values of 
X, laminar flow assumption may not be valid. From the 
definition of S, we observe that for S = 0.01 the temperature in 
the ambient equals the surface temperature at X= 100, and for 
a value of S > 0.01, a portion at the top of the surface will have 
a temperature less than the ambient. 

In Figs. 2 and 3, velocity profiles at X= 100 have been 
shown for Pr = Sc = 0.7, and Pr = 7 and Sc = 100, respectively, 
for the values of the stratification parameter S varying be
tween zero and 0.012. S = 0 refers to the unstratified environ
ment. With the value of B chosen as - 2, the two buoyancies 
aid each other. An increase in ambient thermal stratification 
invariably decreases the thermal buoyancy. Hence we observe 
a reduction in velocity. The stratification effects are quite 
significant. For instance, for Pr = Sc = 0.7 and S = 0.01 the 
decrease in peak U velocity is about 20 percent. For the same 
stratification level, and for Pr = 7 and Sc = 100, it is as much as 
65 percent. For Pr = Sc = 0.7 no negative velocities are in
dicated (Fig. 2), but for Pr = 7 and Sc= 100, we observe flow 
reversal in the outer part of the boundary layer (Fig. 3). Since 
the numerical value of B is 2, the buoyancy created by the con
centration difference outweighs the thermal buoyancy by a 
factor of 2 at X=0. As the flow proceeds downstream, the 
former contributes the major driving force because of the pro
gressive decrease in thermal buoyancy. For 5 = 0.01, the 
temperature potential at X = 100 is zero. In the absence of the 
concentration difference causing buoyancy, a horizontal 
plume would result at this location, as demonstrated by Chen 
and Eichhorn (1976). For S = 0.012 the temperature potential 
at X= 100 is negative. If the other buoyant mechanism is not 
present, flow reversal will take place here, and at a location of 
Xless than 100 there will be a horizontal plume. Since a domi
nant positive buoyant mechanism through mass diffusion is 
present, the boundary layer flow upward is sustained in both 
cases. The small flow reversal in the outer region of the 
boundary layer in the case of Pr = 7 and Sc = 100 (Fig. 3) is due 
to the adverse thermal buoyancy, which as explained above is 
not sufficient to cause the total flow to reverse. 

Figure 4 represents the temperature profiles at X= 100 for 
Pr = Sr = 0.7 and for the same values of S as above. If thermal 
stratification is not present, the temperature and concentra
tion profiles will be identical when Pr = Sc. As can be ex-
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pected, a stable ambient thermal stratification affects the ther
mal and concentration boundary layers in different ways. In 
Fig. 4, it is observed that the values of nondimensional 
temperature are negative within the boundary layer for 
S = 0.01 and 0.012. This phenomenon can be explained as 
follows. In the case of S = 0.01, the temperature difference 
between the surface and the ambient at X= 100 is zero. But 
fluid coming up from below with the flow sustained by the 
other buoyant force will have a temperature that is markedly 
less than that of the surface or the ambient. Hence the non-
dimensional temperature starts with a value of zero at the sur
face, dips to significant negative values and finally reaches 
zero again at the edge of the boundary layer. The same ex
planation holds for the case of S = 0.012, except that the non-
dimensional temperature at the surface is -0.2, and it drops 
further before asymptotically reaching zero. 

For values of S<0.01, there is positive thermal buoyancy at 
X= 100, but negative nondimensional temperatures are still 
observed in the outer regions. For higher values of S, the 
temperature in the ambient increases so rapidly with height 
that the fluid coming up will be much cooler in the outer 
region of the boundary layer. Hence negative values of non-
dimensional temperature appear in the "wings" of the profile. 
This occurrence is often referred to as "temperature defect" 
in the flow and it is also observed in thermal buoyant convec-

30.0 

Fig. 6 Concentration profiles at X = 100 for Pr = Sc = 0.7, and for 
various values of the stratification parameter S 

Y 
Fig. 7 Concentration profiles at X = 100 for Pr = 7 and Sc: 
various values of the stratification parameter S 

100, and for 

tion flows in thermally stratified media, as described by Yang 
et al. (1972) and Jaluria and Gebhart (1974). However, in the 
case of natural convection flows with combined heat and mass 
transfer the temperature defect is more pronounced, as has 
been explained above. When the Prandtl number is higher, 
thermal diffusivity is lower. So, for a higher value of Prandtl 
number, the thermal boundary layers are thinner, as shown in 
Fig. 5. 

In Figs. 6 and 7, we present the effect of thermal stratifica
tion on concentration boundary layers. Since thermal 
stratification suppresses the thermal buoyancy with the resul
tant decrease in velocities, local concentration levels increase. 
This causes diffusion to be more dominant and the concentra
tion boundary layers to thicken. For S = 0.012, the increase in 
concentration boundary layer thickness is almost double that 
of S = 0, for Pr = Sc = 0.7, thus indicating strong influence of 
thermal stratification on species diffusion. A fluid with higher 
Schmidt number has a smaller value of the species diffusion 
coefficient; consequently, its concentration boundary layers 
are thinner and the profiles steeper as clearly seen in Fig. 7. 
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Figures 8-10 compare the effect of thermal stratification on 
velocity, temperature, and concentration profiles when the 
two buoyant mechanisms aid and oppose each other. In Fig. 8, 
the velocity profiles are given for Pr = 0.7 and Sc=1.0, for 
aiding (B= -2) and opposing (5 = 0.05) flows for various 
values of the stratification parameter S. The decrease in 
velocity levels with increase in thermal stratification is fairly 
obvious. The fact that the opposing flows considerably reduce 
the velocities is also quite apparent. The reason for the ap
pearance of negative velocities has been discussed already. In 
the case of opposing flows, more than half of the boundary 
layer away from the surface undergoes mild flow reversal, for 
S = 0.006. The increase in the region of boundary layer where 

there is flow reversal is due to the opposing nature of one 
buoyant mechanism to the other. We observe that the bound
ary layer thickness is significantly higher in the case of oppos
ing flows. In such flows, convection is reduced, which allows 
diffusion to play a dominant role. For values of S higher than 
0.006, the opposing flow became unstable. It is questionable 
that the boundary layer analysis is valid for opposing flows at 
such high stratification levels. 

In Fig. 9, we present the temperature profiles for aiding and 
opposing flows for various values of S. The nature of 
temperature defect has been discussed before. In contrast to 
aiding flows, there is no discernible temperature defect for op
posing flows. The opposing buoyancies counteract the effect 
produced by the cooler fluid coming up from below to a 
warmer ambient. 

In Fig. 10, concentration profiles are shown for aiding and 
opposing flows for different values of S. An interesting profile 
is observed for opposing flows when the value of S is 0.006 
The unusual nature of this profile can be explained as follows. 
Referring to the velocity profile for this case (Fig. 8), it is 
observed that a significant part of the boundary layer has 
negative velocities that are small in magnitude. This increase 
in the portion of the boundary layer undergoing flow reversal 
is due to the opposing buoyant mechanism in the flow. In the 
region of the boundary layer where flow reversal takes place, 
concentration levels increase. 

Figures 11-13 consider the effect of Schmidt number on 
flow, heat, and mass transfer characteristics of aiding flow 
under thermal stratification. Two levels of thermal stratifica
tion are considered, S = 0.006 and 0.01. The former gives a 
positive thermal buoyancy at X= 100, and the latter zero ther
mal buoyancy at the same location. A fluid with a higher 
Schmidt number has a lower species diffusion coefficient. This 
reduces the mass diffusion rate, and hence concentration-
driven buoyancy. The velocities consequently fall with increas
ing value of Schmidt number. High thermal stratification in 
the ambient further suppresses the thermal buoyant 
mechanism and hence the velocities drop even further. These 
are clearly indicated in Fig. 11. Higher Schmidt number fluids 
have thinner concentration boundary layers because of low 
species diffusion as indicated in Fig. 13. However, it is in
teresting to note that an increase in ambient thermal stratifica-
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tion thickens the concentration boundary layer for the same 
value of Sc. This can be attributed to the suppression of con
vection by thermal stratification, allowing diffusion to have a 
more dominant role. We find in Fig. 12 that, for the same 
Prandtl number, the temperature defect is less for fluids with 
higher values of Schmidt number. Since the velocities drop 
considerably with increasing Schmidt number, there is a 
smaller quantity of cold fluid coming up from below to a 
warmer ambient. Hence the fluid in the boundary layer is 
warmer with a higher Schmidt number, which lessens the 
temperature defect. 

Calculation of Nusselt and Sherwood Number 

We may define a local heat transfer coefficient based on the 
local temperature potential as 

dt I 
ay lo 

which may be integrated over the height of the surface to ob-
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tain the average heat transfer coefficient. This results, in non-
dimensional form, in 

Nu = 
hL 

J r„, V dY oJ )dX 
k JT„\ dY 

In the above expression L is the dimensional height of the 
plate. We may rewrite 

X=(Grx)
Ui 
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Table 1 Comparison of the average Nusselt number without 
mass transfer 

GrLPr McAdams (1954) Churchill and Chu (1975) Present 

0.7 x10 s 17.066 15.531 16.923 
7 x l 0 6 30.348 32.175 30.623 

where GTX is defined as gP(tw — tOSi0)x
i/v2. Hence, Xmm in

dicates the value of (GrL)1/3. 
Similar to the calculation of the average Nusselt number, 

the average mass transfer coefficient may be obtained to yield 
the average Sherwood number as 

sh=i^ = ((--^) dx 
D J \ dY/o 

By setting B and S equal to zero in equations (7) and (8), 
respectively, and ignoring the species conservation equation 
(9), we arrive at the classical problem of natural convection 
heat transfer from a vertical surface. Table 1 gives a com
parison of the Nu from the present computation with the 
available literature. 

In Fig. 14 Nu data are presented as a function of S. Since 
the local heat transfer coefficient _is based on the local 
temperature difference, {t„~ta,x), Nu is dependent on the 
mean temperature difference over the entire surface. Since the 
mean temperature difference decreases with increasing value 
of S, Nu increases with S. This trend is similar to the Nu data 
of Chen and Eichhorn (1976). Figure 15 presents data for the 
average Sherwood number. 

Conclusions 

The present numerical study highlights the complex interac
tion between the two buoyant mechanisms in a laminar doubly 
diffusive free convection flow. Ambient thermal stratification 
is found to decrease the local buoyancy levels significantly, 
which reduce the velocities and increase the concentrations. 
The temperature defect, which has been observed in thermal 
buoyant convection flows in thermally stratified media, is 

more pronounced in doubly diffusive free convection flow. 
For fluids with higher values of Schmidt number, the 
temperature defect is found to be less. When the two buoyant 
mechanisms oppose each other, the opposing nature, in con
junction with ambient stratification, destabilizes the flow. 
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Induction Electrohydrodynamic 
Pump in a Vertical Configuration: 
Part 1—Theory 
An induction electrohydrodynamic (EHD) pump in an axisymmetric, vertical con
figuration is studied theoretically. The model includes the effect of entrance condi
tions, buoyancy effects, secondary flow, and Joule heating. Primarily the forward 
(cooled wall) and to a lesser extent the backward (heated wall) modes are in
vestigated. A finite difference technique is used to obtain the numerical solutions. A 
set of these solutions is presented to show the influence of the controlling factors of 
operating an induction EHD pump. The results indicate that the entrance 
temperature profile plays an important role in the operation of the pump because 
steeper profiles produce higher velocities. The pump must be operated at an op
timum frequency, wavelength, and electric conductivity level. 

Introduction 

Electrohydrodynamic (EHD) pumping is achieved when 
traveling electric fields are generated that attract or repel the 
charges in a given direction. One way of establishing the free 
charges is establishment of a conductivity gradient perpen
dicular to the desired direction of fluid motion, giving an 
EHD induction punp. The electrical conductivity of fluids is 
often a strong function of temperature. Thus, if there is a 
temperature gradient, there is also a conductivity gradient. In 
an electric field, this results in a net charge inside the medium. 

In the induction EHD pump, the charges in the fluid come 
from dissociation of molecules into positive and negative ions. 
As a result, the net electrical charge is zero when averaged over 
the entire pump; there are local regions of positive or negative 
charge, however, that tend to return to equilibrium in an 
amount of time on the order of the electrical relaxation time of 
the liquid (Melcher, 1981). This differs from the ion drag 
pump, which has a net charge imbalance caused by injection 
of carriers from an electrode. 

The charged regions in the induction pump are formed by a 
combination of thermal gradients and applied electric fields. 
For forward pumping the tube walls that carry the electrodes 
are cooled, giving the charge distribution shown as a 
simplified two-fluid model in Fig. 1 (in our experiments the 
electrodes were in contact with the fluid, but this is not 
necessary). The central core of liquid is hotter, which pro
motes the dissociative formation of charge carriers there. 
Equal numbers of carriers are formed, but they are free to 
move individually and tend to congregate at the edge of the 
hot core facing the oppositely charged electrodes. Further pro
gress toward the electrodes is much slower, because the cooler 
shell of fluid has a higher viscosity, which slows the progress 
of the ions. 

While the charges are delayed at the thermal gradient, the 
voltage distribution on the electrodes moves along the wall, 
creating a traveling wave. The ions opposite the electrodes are 
attracted to the new voltage location, so that they tend to 
follow the wave, dragging the surrounding fluid with them. 
This is the basis of the attraction type of EHD induction pump 
in which the fluid and the electric wave travel in the same 
direction. 

If the walls are heated, the more conductive hot fluid near 
the wall causes the charges with opposite polarities to collect 
on the electrodes, while the charges with like polarities are 
repelled to and along the interface of the hot and cold fluids. 

This is the basis of the repulsion type of EHD induction pump 
in which the fluid and the electrical wave travel in opposite 
directions. 

A possible application in the power industry is the pump
ing of oil to cool underground power cables. This has been the 
subject of research at the University of Illinois since 1976 
(Chato et al., 1977, 1981; Crowley et al., 1983). EHD pump
ing could also be a feasible alternative to mechanical pumps in 
high-voltage electrical equipment such as transformers (Seyed-
Yagoobi, 1984; Shaurbaugh and Walker, 1983). EHD pump
ing has neither moving mechanical parts nor the need of exter
nal pressure drop for operation. 

Melcher (1966) developed the basic theory for thermal in
duction pumping and demonstrated a small working model. 
Kuo et al. (1984) developed a theoretical model for induction 
EHD pumping in horizontal configuration. Their results 
showed that effective pumping can be achieved without 
grounding electrode along the axis of the tube. 

Part 1 presents a theoretical model of an induction EHD 
pump in the vertical, axisymmetric configuration. A finite dif
ference technique is used to obtained the numerical solutions. 
In Part 2, the theoretical model is compared to the experimen
tal results. 

Theoretical Analysis 

Consider the electrohydrodynamically pumped fluid in a 
vertical pipe shown in Fig. 2 where the flow is assumed to be in 
the positive z direction. The pipe is either being cooled or 
heated uniformly at the wall. The primary assumptions are as 
follows: 

(1) The fluid is Newtonian; 
(2) the flow is steady and laminar; 
(3) the flow is neither thermally nor hydrodynamically 

quasi-fully developed, i.e., entrance effects are considered; 
(4) the flow and the electric field are axisymmetric; 
(5) properties of the working fluid are temperature depen-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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dent with the exception of constant thermal conductivity and 
electric permittivity. 

The detailed derivation of the theoretical model is in Seyed-
Yagoobi (1984). 

The momentum equations in the axial and radial directions 
and the energy equation can be expressed as follows: 

• ( " 
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r dr \ dr / pcp In equation (1) the last term is the time average of electric 
shear stress in the r-z plane. In the axial momentum equation 
it is assumed that the changes of u and (rezz) in the flow 
direction are negligible. The electrical force and pressure drop 
in the r direction are ignored in the radial momentum equation 
because they are negligible. 

The effect of Joule heat is the last term in the energy equa
tion (3). The viscous dissipation is not included in the energy 
equation. As indicated by Test (1968), including the viscous 
dissipation term for laminar flow yielded no more than a one 
percent change in the value of Nusselt number because of the 
low Reynolds and Eckert numbers in laminar flow. 

In order to solve the above equations, the electric shear 
stress and the Joule heat must be expressed in terms of the 
electric potential. In an EHD pump, currents are very small so 
magnetic effects are negligible. The basic electrostatic rela
tions for the complex amplitude of the electric potential can be 
reduced to (Seyed-Yagoobi, 1984) 

1 

r 

d ( 
drV-

dC 

dr -V da 

dr 

dC 

dr 
-aK2C=0 (4) 

where C(r) is the complex amplitude of the electric potential 
expressed as (Krein, 1984) 

<j) = Re[CeW-K*l] 

and 
a = a+je(Q-wK), K= 

2TT 
, and Q = 2irf (5) 

where the plus and minus signs of the K term are for forward 

a 
C 

CP 

D 
E 

f 
fe 
g 

J 

k 

K 

m 
P 

Pr 
Q 

_. 

= 
= 

= 
= 

= 
= 
= 

= 

;= 

= 

= 
= 
= 
= 

pipe radius, m 
electrical potential, V 
specific heat of fluid, 
J/kg°C 
diameter, m 
electric field intensity, 
V/m 
frequency, Hz 
electric force, N/m2 

gravitational accelera
tion =9.81 m/s2 

complex 
operator = V - 1 
thermal conductivity, 
W/m°C 
propagation constant, 
first harmonic = 2ir/X, 
1/m 
mass flow rate, kg/s 
pressure, N/m2 

Prandtl number 
rate of heat transfer 
per unit area, W/m2 

Qe 

Re 

r,0,z 
T 

AT* 

U, V, W 

uc, wc 

z 

Zc 

€ 

X 
A* 
P 

= electrical charge densi
ty, C/m3 

= Reynolds number or 
real value 

= cylindrical coordinates 
= fluid temperature, °C 
= characteristic 

temperature = qa/k, °C 
= dimensional velocities 

in r, 6, and z direc
tions, m/s 

= characteristic velocities, 
m/s 

= distance from entrance, 
m 

= characteristic length in 
axial direction, m 

= electrical permittivity, 
F/m 

= wavelength, m 
= viscosity, k g / m - s 
= density, kg/m3 

a = electrical conductivity, 
S/m 

a = complex electrical con
ductivity with velocity 
term, S/m 

<re> = time-averaged electrical 
shear stress, N/m 2 

<f> = electrical field poten
tial, V 

Q„ = angular frequen
cy = 2nirf, 1/s 

Subscripts and Superscripts 
b = bulk mean value 
e = electrical value 
0 = entrance condition 

Op = zero to peak value 
P = peak value 
* = nondimensional value 
' = complex conjugate 

value 
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and backward pumping, respectively. In the derivation of 
equation (4), only the axial velocity term was retained. The 
electric shear stress ren must be expressed in terms of elec
trical potential. In a linear dielectric, the force density is 
(Melcher, 1981) 

fe = qeE-±-&Ve (6) 

Since the permittivities of insulating oils are essentially con
stant in the operating regime under consideration, the last 
term in the above equation becomes negligible, indicating no 
momentum contribution to the medium by the dipoles. Ex
pressing equation (6) as the Maxwell stress tensor, the time-
averaged electric shear stress with a pure sinusoidal voltage ex
citation becomes 

<Te.rz>: Re i-*°-D (7) 

where Re stands for the real value of a complex term and a 
prime denotes the complex conjugate. 

The Joule heat, after taking the time average, becomes 

dC 2 ' 
o& = l-( K2\C\2 + 

dr 
(8) 

where 11 stands for the magnitude of a complex number. 
Equations (l)-(8) must be solved simultaneously to deter

mine the axial velocity, secondary velocity, and temperature 
distributions. 

In order to nondimensionalize the electrical equations the 
following terms are introduced: 

°M 

Er,p = 

"bO 
K*=Ka, r* = 

a 

C* = 

\ ' e,rz ' 

C ' * = 

<re,rz> 

2 

C 

(9) 

<t>e,P ' <t>e,P 

Then equations (4) and (7) become 

(PC* 

dr*2 

1 dC* 1 da* dC* 

r* dr* a* dr* 

<Te>rzy=Re(-jK*C* 

dr 

dC 

-K*2C* = 0 

dC* \ 

dr* ) 

(10) 

(11) 

To normalize the transport equations, the following terms are 
defined: 

" w ^ z „ „ 
« * = - — , w*=—-, z * = — (12) Ur 

M = 

where 

and 

where AT* 

Wc = 

qa 

k 

a 

Ho 

tEop 
2 ' 

-T"* = 

wc 

p 

PM 

Uc = 

T-Tb 

AT* 

c* = 
Pm 

Ho 

Pma 
(13) 

(14) 

From the continuity equation, it can be concluded that 

2 
z—(4-)(^) Ho 

(15) 

Then the nondimensional momentum and energy equations 
become 

•(u* 
dw* 

dr* 
+ w* 

dw* \ 

dz* ) 

2a 

dz 

dP 1 

e&oP 

Pbogy 

' dp* dw* 

^ dr* dr* 

'd<Te,rz>* ^ 

dz pMg 
Pb 

PbO 

1 
+ — 

r* 

(T >* 

dw* 

~dr* 
+ »* 

d2W* \ 

dr* 

dr* * ) (16) 

i*(u* 
du* 

17* + w* 
dz / W 

du* 

dr* 

d/x* 

du* du* 

dr* dr* 

dw* 

dz* dr* + /*' 
d2 

d2u* 

dr*2 

dz 

Lw* \ 

*dr*) 

•M -pr) 

a2 5/i* du* 

Z2
C dz* dz* 

(17) 

dT* 

~dr*~ + w* 
dT* 

1 

dz* 

— ( ~ 
3*c* \r* 

+ w* 

dT* 

2Zr 

aRe6Prd 

d2T* 

Pr w P*c* \r* dr* 

1 ff*o 1 

dr* ) 

Hoci PbO AT* "p 

dC* 

~d7* 

IP(K*2\C*\2 

•n 
where 

R e i = ^ ^ a n d P r i = ^ % 

(18) 

(19) 
H k 

Pr60 is the Prandtl number evaluated at the bulk temperature 
at the entrance of the pipe. 

The bulk temperature at any cross section of the pipe is 
determined from the following equation, which was obtained 
from an energy balance in a section of pipe: 

_, _ 2ira 
Tb = Tbo+ -• zq 

mcPb 

where Tb0 is the bulk temperature at the entrance, and z is the 
distance from the entrance of the pipe. 

The nondimensional boundary conditions for an axisym-
metric flow at the centerline of the pipe are 

dw* dC* dT* 
= 0: = 0, 

dr* dr* dr* 

and at the wall, the nonslip conditions give 

/•* = 1: u* = w* = 0 

= 0 (20) 

(21) 

The pipe wall is being either cooled or heated uniformly, and 
the electric potential has a known value at the surface of the 
pipe; therefore: 

dT* 
C* = 1, ~fr*-=l ( 2 2 ) 

We assume that the flow enters the pipe with a known 
temperature profile. The axial velocity at the entrance of the 
pipe is unknown but should correspond to the entrance 
temperature profile because for a given dp/dz, the velocity 
profile is related to the temperature profile by the axial 
momentum and energy equations. The secondary velocity is 
assumed to be zero at the entrance. 

Equations (16)-(18) are elliptic in the radial direction and 
parabolic in the flow direction since the axial diffusion terms 
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Table 1 Reference operating characteristics 

Heat flux 
Temperature at the center of the 

pipe at the entrance 
Peak electric potential at the wall 
Frequency 
Wavelength 
External pressure drop or gain 

per unit length of the pump 
Pipe radius 

9= ±100 W/m2 

7/c=60°C 

/ = 5 H z 
X = 0.04 m 
rfP/cfe = 0Pa/m 

a = 0.01 m 

Table 2 Properties of pure Sun #4 transformer oil 

Conductivity 
Density 
Specific heat 
Kinematic viscosity 

Permittivity 
Electric conductivity 

£ = 0.126 W/m°C 
p = 906.70 - 0.63571T kg/m3 

?_ = 1587.3 + 3.31867 J/kg°C 
y = (4.7681 -0.18367+ 2.7038 xlO"3 

T2 

-1.3750X10"5 T'3)10~5 m2/s 
£ = 2.2135x10-" F/m 
a=l.05xlQ-i exp (-5553/7^) S/m 

Note: T is in °C and Tk is in K. 

are sufficiently weak. Collins (1975), among others, also con
cluded that the elliptic character of the flow field was negligi
ble in the analysis of combined natural and forced convection 
in internal laminar flows. Therefore, a marching method in 
the flow direction was employed. 

The detail of the method of computation is given in Seyed-
Yagoobi (1984). A finite difference technique was used to 
solve equations (16)-(18). The ordinary differential equation 
given by equation (10), with its boundary conditions, equa
tions (20) and (22), is a two-point boundary value problem. 
The nondimensional electric potential C*, which has real and 
imaginary components, was calculated from these equations 
by a second-order Runge-Kutta formula and a shooting 
technique. 

The transport and electrical equations presented above are 
coupled. An iteration procedure overcame this problem. A 
convergence criterion on the order of 10"4 (m/s) was applied 
to the axial velocity. The differential form of the continuity 
equation was used in both the transport and electric equations. 
To ensure that the mass conservation is satisfied at every cross 
section, the continuity equation in the integral form was used. 

The number of nodes in the radial direction was chosen to 
be eleven. In testing a greater number of nodes, the results dif
fered by less than two percent. The nondimensional step in the 
axial direction was 2 x 10~6, and no significant difference in 
the results was observed when the step size was further 
decreased. 

Numerical Results 

The controlling factors in the operation of an induction 
EHD pump fall into the following three categories: 

I Thermal 
(a) Entrance temperature profile 
(b) Magnitude of the entrance bulk temperature 
(c) Heat flux at the wall of the pipe 
(d) Transport properties of the working fluid 

II Electrical 
(a) Voltage 
(b) Wavelength 
(c) Frequency 
(d) Electric properties of the working fluid 

III Physical 
(a) Load or pressure drop 
(b) Piping (radius, length, and fittings) 

The effects of these terms on a vertical induction EHD 
pump are detailed in Seyed-Yagoobi (1984). Typical results are 
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Fig. 3 Nondimensional temperature profiles at the entrance 
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Fig. 4 Nondimensional electric shear stress distribution at the en
trance, forward pumping 

presented in this paper. Unless otherwise noted in the figures, 
the reference operating characteristics are as in Table 1. 

The working fluid in Sun #4 transformer oil; its properties 
are given in Table 2 (Chato et al., 1977; Seyed-Yagoobi, 1984). 
Since the results obtained in the forward and backward modes 
are similar, only the forward mode is presented. 

Three different entrance temperature profiles are con
sidered. The first and second profiles have constant 
temperature in the central region, and are, respectively, 
parabolic and linear close to the wall. The third temperature 
profile is fully parabolic as shown in Fig. 3. These profiles 
satisfy the two boundary conditions given in equations (20) 
and (22). 

The electric shear stress is a function of the electric conduc
tivity gradient. A greater temperature difference gives a 
greater conductivity gradient. Therefore, the electric shear 
stress is the largest in profile No. 3 (Fig. 4), which in turn gives 
the highest velocity as illustrated in Fig. 5. The important con
clusion is that the temperature profile of the fluid at the en
trance of the pump has a considerable effect on the bulk 
velocity. 

The viscosity of the fluid decreases as the temperature in
creases. Lower viscosity means lower viscous shear stress. 
Therefore, operating the EHD pump at a higher fluid 
temperature allows a greater velocity, as shown in Fig. 6. Since 
for our working fluid the change of electric conductivity at a 
higher temperature becomes negligible, the highest value of 
the bulk temperature is limited. In practice, the magnitude of 
the bulk temperature is determined by the heat balance in the 
system. 

Higher heat flux at the wall of the pipe gives a higher bulk 
velocity because the temperature distribution becomes steeper 
with increased heat flux. The heat flux is limited by the size of 
the pipe and the transport properties of the fluids. 
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For a given frequency and wavelength, equation (7) shows 
that the electric shear stress is proportional to the square of the 
peak voltage. Therefore, a higher voltage tends to give a 
higher veolcity. The upper limit of the voltage is constrained 
by the breakdown strength of the fluid at a given wavelength. 

Figure 7 shows the bulk velocity as a function of wavelength 
while keeping the electric field strength, $CA, constant. The 
bulk velocity rises to its peak with increasing wavelength and 
then slowly decreases because at smaller wavelengths the elec
tric forces are limited to a smaller space, giving lower fluid 
velocity. At longer wavelengths, the fluid velocity is lower 
since the electric field is not confined to the pipe because of 
large distances between the electrodes. The electric field, 4>e A, 
is limited by the fluid breakdown strength. 

The electric conductivity is the only property of the fluid 
that can be readily altered by adding impurities such as an
tistatic agents. Figure 8 shows the velocity as a function of fre
quency at different conductivity levels. Increasing the conduc
tivity extends the frequency range. At the lower electric con
ductivity levels, the peak velocity increases with increasing 
electric conductivity. Figure 8 shows that at a given electric 
conductivity level, as the frequency increases, the fluid veloci
ty rises rapidly and then falls rather abruptly after reaching a 
maximum at an optimum frequency. The optimum frequency 
is lower with a higher wavelength. For example, the optimum 
frequency is 1.4 Hz in forward pumping with profile No. 1 
and a wavelength of 4 cm. Increasing the wavelength from 4 
cm to 5 cm lowers the optimum frequency to 0.9 Hz, as il
lustrated in Fig. 9. 

At a given frequency there is an optimum level of electric 
conductivity that gives the peak velocity, as illustrated in Fig. 
10. This phenomenon is due to the charge relaxation time e/a. 
If the electric conductivity is too small, then either the charges 
are moving too slowly to reach the thermal gradient layer or 
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Fig. 7 Bulk velocity as a function of wavelength with a constant 
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Fig. 8 Bulk velocity as a function of frequency at different electric con
ductivity levels, forward pumping 
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cm 

Fig. 9 Bulk velocity as a function of frequency at two wavelengths, for
ward pumping 

there are too few to exert electrical shear stress. If the electric 
conductivity is very large, charges can "short circuit" too 
quickly to allow time for the particles to drag the fluid. In ad
dition, the "short circuit" also increases the electric losses. 

The results presented thus far were obtained for an unload
ed EHD pump (see Table 1). The load, or pressure drop, plays 
an important role in operating the EHD pump. Figure 11 
shows the bulk velocity versus the external pressure drop or 
gain per unit length of the pump. A negative dP/dz is a 
favorable load that speeds the pumping; the positive dP/dz is 
unfavorable and tends to lower the velocity. 

Figure 12 shows the local velocity distributions at different 
values of dP/dz- As the load increases, the fluid starts to flow 
in two opposite directions, which is undesirable. Therefore, in 
designing an EHD pump, the external load (pressure drop) 
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Fig. 11 Bulk velocity as a function of external pressure load, forward 
pumping 
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Fig. 13 Bulk velocity as a function of pipe radius, forward pumping 

should not exceed its limit in order to prevent this occurrence. 
If the external load is too high, the pump length may have to 
be increased. 

A higher bulk fluid velocity can be obtained for identical en
trance temperature profiles by increasing the pump radius as 
shown in Fig. 13. By increasing the pipe size, the central, high-
velocity area is increased roughly as the square of the radius 
whereas the boundary layer thickness remains about the same 
although the circumference increases. 

For the electric conductivity and voltage levels of interest, 
including the Joule heat in the analysis proved to be insignifi
cant. The effect of Joule heat may be significant at higher elec
tric conductivity (above 10 ~6 S/m) and voltage (above 30 kV). 

Conclusions 

A theoretical model for EHD heat exchanger pumps has 
been developed. The numerical results show that higher 
velocities in an induction EHD pump can be achieved by in
creasing voltage, heat flux, and fluid temperature, and by 
decreasing external pressure load. These velocities may also be 
obtained at a higher electric field, 4>e/\, i.e., by increasing the 
voltage or decreasing the wavelength. The electric field is 
limited, however, by the breakdown strength of the working 
fluid. 

For a given </>cA, the pump must be operated near the op
timum wavelength. The pump must also be operated near the 
critical frequency and electrical conductivity level. The critical 
frequency drops as the wavelength increases. The entrance 
temperature profile plays an important role in the operation of 
the pump; steeper profiles produce higher velocities. For ap
plication, this result indicates the need for an "unpumped" 
heat exchanger section upstream from the EHD pump. 
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Induction Electrahydradynamic 
Pump in a Vertical Configuration: 
Part 2—Experimental Study 
An induction electrohydrodynamic (EHD) pump in axisymmetric, vertical con
figuration was designed and built. The flow rates were measured for various 
temperature profiles and several values of frequency, voltage, wavelength, and elec
tric conductivity. The experimental data are generally in good agreement with the 
theoretical model presented in Part 1. With the present apparatus at relatively low 
voltages, velocities four times higher than natural circulation velocity are easily ob
tained. The external pressure load and entrance temperature profile play important 
roles on the operation of the pump and must be considered carefully in the design. 

Introduction 

The theoretical model of the induction electrohy
drodynamic (EHD) pump in vertical, axisymmetric configura
tion was developed in Part 1. A set of numerical solutions was 
also presented to show the effect of the controlling factors in 
operating an induction EHD pump. This presentation of the 
experimental results compares the data in the forward modes 
to the numerical solutions. 

Experimental Apparatus 

Figure 1 shows the experimental apparatus for induction 
EHD pumping in an axisymmetric, vertical configuration 
(Seyed-Yagoobi, 1984a). The total length of the loop is 5.2 m; 
the vertical sections are 2.1 m each. The pump was cooled or 
heated by a secondary loop. In forward mode, the oil in the 
main loop was cooled by the secondary loop and heated with 
electric heating tape. In the backward mode, the oil was 
heated by the secondary loop and cooled with the ice-filled 
tank No. 1. 

Thermocouples No. 1 and No. 2 (TCI and TC2) measure 
the temperature profiles at the top and bottom of the pump. 
The temperatures were taken when the pump was not 
operating because the common thermometry devices, which 
depend on electric signals, cannot be applied in the presence of 
a strong electrostatic field. The ice-filled tank No. 2 enables 
alteration of the entrance temperature profile of the pump in 
the forward mode. Thermocouples No. 3 to No. 6 (TC3 to 
TC6) enable determination of the heat flux at the wall of the 
pump. 

The pumping section contains 99 electrodes separated by 
glass tubes 8 mm long, as shown in Fig. 2. The electrodes are 
made of copper gaskets with rectangular cross sections, with 
an inside diameter of 16 mm, an outside diameter of 21 mm, 
and a thickness of 2 mm. The glass tubes have the same inside 
and outside diameters as the electrodes. After rounding of the 
edges, the electrodes were electropolished to help prevent par
tial discharge. They were soldered to the six bus lines as shown 
in the figure. With the three-phase power supply used in the 
experiment, it is possible to generate either three-phase sine or 
square waves with amplitudes up to ±30 kV, from 0 to 100 
Hz. 

The fluid velocity was measured outside the pumping sec
tion by observing the particles in the oil and timing them over 
a distance of 4 to 5 cm. In most cases, the pumping was filmed 

for further analysis. Conventional flowmeters are imprac
ticable because of the very low range of Reynolds numbers 
(Re < 100) and the electrical interference from the traveling 
wave. In addition, the flowmeters produce adverse pressure 
drop in the system. 

The fluids in the main and secondary loops were the same to 
prevent contamination by leakage in the pumping section. In 
the main loop, the pipes exposed to ambient conditions were 
insulated. 

Sun #4 oil at three electrical conductivity levels was used in 
the experiments. The d-c conductivity of Sun #4 oil was varied 
by the addition of Shell ASA-3 antistatic additive. The 
temperature dependencies of the electric conductivity in S/m 
measured at the three doping levels are as follows: 

(1) Undoped, a = 7.956x 10"4exp(-5583.40/7V); 
(2) Moderately doped (83 parts per million), a-7.790 

Xl0- 4 exp( -4822 .36 /7» ; 

Oil Tank 

Pump 

TC - Thermocouple 
PT - Pressure Tap 
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Table 1 Typical operating conditions 

Heat exchanger 
temperature °C 

TCO, °C 
TC3, °C 
TC4, °C 
TC5, °C 
TC6, °C 
TC7, °C 
Ambient 

temperature, °C 
Flow rate in secondary 

loop, kg/min 
Power from 

heating tape, W 

Forward 
mode 
0 

29.5-30.5 
9-11 
12-14 
17-19 
17-19 
<115 
20 

0.56-0.63 

84<?<158 

Backward 
mode 
40 

26-28 
36-38 
33.5-35.5 
24-26 
24.8-26.8 

20 

0.56-0.09 

— 

(3) Heavily doped (369 parts per million), a= 3.226 
Xl0-2exp(-5543.087/7V) 
where TK is in degree Kelvin. 

The permittivity of Sun #4 oil is not a function of 
temperature and has a value of 19.8 pF/m. The transport 
properties are given in Part 1. 

Experimental Results 

The detailed experimental results for induction EHD pump
ing in an axisymmetric, vertical configuration are given by 
Seyed-Yagoobi (1984a). 

The experimental objective was to measure the fluid bulk 
velocity with respect to frequency and voltage at different 
values of heat flux, wavelength, and fluid temperature. Only a 
sinusoidal electric traveling wave was applied. 

The experimental uncertainties were as follows. The max
imum standard deviations of the velocities were 0.095 cm/s 
when pumped and 0.037 cm/s in natural convection. The 
temperatures were estimated to be accurate to within 0.1 °C. 
The peak voltage and frequency were within ±5 percent of 
true value. Oil from a single barrel was used throughout the 
study to eliminate any variability in its properties. The elec
trical and thermal properties were accurate within ±4 percent. 
The repeatability of the results was verified by repeating the 
experiments several times. Within the experimental error, no 
change occurred in the pumping speed. 

Theoretically, the induction pump requires a temperature 
gradient, but some flow could be detected with no heating or 
cooling of the channel. The highest fluid velocity observed was 
less than 3 mm/s obtained at a voltage of 10 kV and a frequen
cy of 1 Hz. This is possibly due to corona discharge from the 
electrodes or induction pumping due to a residual temperature 
gradient in the channel. The flow was much faster, however, 
with heating. Typical operating conditions are shown in Table 
1. 

The direction of natural circulation was from top to bottom 
of the pumping section in the forward mode. A typical en
trance temperature profile in the forward mode measured with 
thermocouple No. 1 is shown in Fig. 3. Velocities measured 
with the undoped oil in the forward and backward modes were 
slightly higher than the natural circulation velocity. The data 
follow the same trend as those discussed in Part 1. The bulk 
velocity tends to increase slowly as the voltage increases. Also, 
a higher heat flux produces higher velocities. The optimum 
frequency was near 1.0 Hz. Similar results were obtained with 
heavily doped oil in both modes. The velocities were higher 
than the natural circulation velocity by a factor of two or less. 
The optimum frequency was near 5 Hz. 
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The velocities measured with moderately doped Sun #4 oil 
are considerably higher than those with undoped or heavily 
doped oils. This was expected from the theoretical model. The 
results obtained in the backward mode are similar to those in 
the forward mode; therefore the following results with the 
moderately doped oil are presented in the forward mode only. 
Figure 4 shows the bulk velocity as a function of frequency. 
The optimum frequency, which was near 2 Hz, produced a 
considerably higher velocity than the natural circulation 
velocity. From the above experimental results, it can be con
cluded that the magnitude of the critical frequency depends on 
the electrical conductivity of the working fluid. This agrees 
with the results discussed in Part 1. The synchronous speed in
dicated in Fig. 4 is the speed of the moving electrical field 
defined as the product of the frequency and wavelength. 

In a horizontal induction EHD pump, the flow can be 
reversed by simply inverting the direction of the traveling elec
tric wave (Kervin, 1981). This is not necessarily the case with a 
vertical induction EHD pump, where a strong natural circula
tion exists. In order to reverse the flow by inverting the wave 
direction, the EHD pump should have enough power to over
come both the frictional losses and the pressure load caused by 
the natural circulation. When the natural circulation opposes 
the pumping, there is a possibility of the flow becoming 
unstable. This is a typical double diffusive problem: two 
forces acting in opposite directions. Although Turnbull (1968) 
investigated these electroconvection instabilities with a 
stabilizing temperature gradient, further work is needed in this 
area. 

Figure 5 shows the results obtained when the wave direction 
was reversed so as to oppose thermal convection. The direc

tion of the wave was reversed by simply switching phases B 
and C in the patch panel. This figure shows that the pump is 
incapable of reversing the flow since the dP/dz term is too 
high. The optimum frequency of 2 Hz, where the highest elec
tric force occurs, gives the slowest resultant velocity. If the 
flow reversal were possible, the entrance temperature profile 
might be hotter near the wall and colder in the center (see Fig. 
1). This profile is the opposite of that needed in the forward 
mode. This problem can be solved by adding another mixer to 
the lower end of the vertical leg in the apparatus, similar to the 
one at the top (see Fig. 1). The fluid then would exit the mixer 
with a uniform temperature. 

Figure 6 shows the relation between fluid velocity and 
voltage measured at the two frequencies, 2 Hz (optimum) and 
5 Hz. As expected, the velocity increases as the voltage 
increases. 

Figure 7 is a similar plot, with the oil temperature in the 
mixer, TCO, set at 35°C. The entrance temperature profile for 
this particular case is like Fig. 3 with the exception that the 
magnitude is approximately 5°C higher. In Fig. 7, the 
velocities achieved are on the order of 5 cm/s, which is almost 
four times the natural circulation velocity. 

The entrance temperature profile could be changed by fill
ing tank No. 2 with ice, as shown in Fig. 8. This profile is 
similar to that shown in Fig. 3, with 2°C lower magnitude and 
steeper profile near the wall. 

Figures 9 and 10 compare the frequency and voltage effects 
obtained with the two entrance temperature profiles shown in 
Figs. 3 and 8. The velocities are higher for precooling with ice 
in tank No. 2 despite the lower heat flux and bulk 
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temperature, probably because of the steeper temperature pro
file at the entrance of the pump; the increase in the natural cir
culation velocity is also a contributing factor. 

Figure 11 shows the bulk velocity as a function of voltage at 
three different frequencies and a wavelength of 6 cm with the 
heavily doped oil. The optimum frequency in this case is close 
to 1.0 Hz. The cause of this decrease (from 5.0 Hz to 1.0 Hz) is 
the increase in the wavelength (from 3 cm to 6 cm). This agrees 
with the numerical results presented in Part 1, Fig. 9. 

Comparison of Numerical and Experimental Results 

Figures 12 through 14 compare typical experimental results 

for the undoped and moderately doped oil to the numerical 
solution. 

The data follow the numerical solutions qualitatively 
everywhere and quantitatively in most ranges. As shown in 
Fig. 12, for the undoped oil the correspondence between ex
perimental and numerical results is good in the low (< 1 Hz) 
and high (> 6 Hz) frequency ranges. The experimental 
velocities, however, drop off more gradually in the in
termediate range than the numerical values. Variations in oil 
purity are probably the main reason for this discrepancy. 

The correspondence is good for the entire range of the 
moderately doped oil (Fig. 13) except that the very narrow 
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peak could not be completely explored because of the frequen
cy limitations of the apparatus. Figure 13 shows finite ex
perimental velocities at zero frequency, indicating a d-c pump
ing effect not included in the theory. This phenomenon may 
be due to some charge injection, even though we attempted to 
eliminate such effects. The voltage dependence of velocity, as 
shown in Fig. 14, was predictable. 

Discrepancies in the low frequency range (< 0.5 Hz) can be 
attributed in part to time averaging of the electric shear stress 
being invalid in this range. Other small discrepancies are due 
to the fact that the entrance temperature profiles used in the 
numerical predictions were measured when the pump was not 
in operation. The temperature profile changes when the pump 
is operated (Seyed-Yagoobi et al., 1984b). 

Conclusions 

The experimental results are in reasonably good agreement 
with the numerical solutions presented in Part 1, confirming 
the conclusions of Part 1. 

The experimental apparatus enabled running the EHD 
pump in the forward and backward modes. The results ob
tained in these two modes are similar. At relatively low 
voltages, less than 10 kV, velocities on the order of 5 cm/s 
(four times higher than the natural circulation velocity) were 
easily obtained. Velocities can be increased further by increas
ing the pipe diameter, particularly in the "unpumped" sec
tions, to reduce friction losses. 

Experimentally, the flow could not be reversed by inverting 
the direction of the traveling electric wave in either the for
ward or backward modes. This effect was primarily due to 
higher adverse pressure load caused by the natural circulation 
and frictional losses in the sections without electrodes. With 
the EHD pump aiding the natural convection, however, the 
flow rate could be quadrupled, indicating a large increase in 
heat transfer capabilities. 
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Combined Forced and Free 
Upward-Flow Convection in the 
Entrance Region Between Inclined 
Parallel Plates 
The effects of buoyancy on upward-flow laminar convection in the entrance region 
between inclined parallel plates are studied by a numerical method. Solutions are 
given for three thermal conditions of parallel plates: lower wall heated and upper 
wall insulated; vice versa; and both walls heated equally. Results are presented to 
show how the developing upward-flow and thermal field in the entry region are af
fected by buoyancy in terms of the various inclination angles of parallel plates. Cor
relation equations applicable in practice are also developed for the skin-friction 
coefficient and the local Nusselt number. 

1 Introduction 

Recent discussion in heat transfer has expanded from the 
conventional problems related to the best use of thermal 
energy to those in high technology and power engineering, 
such as cooling of electronic devices. The heat transfer in the 
entrance region between parallel plates is an essential problem 
for a broad spectrum of thermal energy equipment and 
modern electronic devices. The studies on this problem have 
been summarized by Shah and London (1978). Since the 
reports so far have dealt mostly with laminar flow and laminar 
forced convection based on the boundary layer theory, the ef
fects of leading edge, secondary flow, and buoyancy on heat 
transfer are not fully understood. Therefore, detailed infor
mation not available by the classical boundary layer theory is 
now much awaited. In a previous paper (Naito, 1983), atten
tion was focused on the behavior of momentum and heat in 
the vicinity of the leading edge between parallel plates, and the 
influence of axial diffusion of momentum and heat on the 
velocity and thermal fields at the location upstream from the 
leading edge was studied for different Reynolds numbers. 

In general, buoyancy effects cannot be disregarded for 
forced convection at low Reynolds numbers. Combined 
forced and free convection between parallel plates have been 
reported by many investigators. The developing laminar com
bined convection flow between semi-infinite and finite vertical 
parallel plates have been studied by Savkar (1971), Quintiere 
and Mueller (1973), Cebeci et al. (1982), Dalbert (1982), Yao 
(1983), Aung and Worku (1986), and Habchi and Acharya 
(1986). Similar problems for horizontal parallel plates have 
been investigated by Kiya et al. (1971), Nguyen et al. (1981), 
and Naito (1984, 1985). 

The influence that buoyancy exerts in developing velocity 
and thermal fields between "inclined" parallel plates is 
changed by both the inclination angle and the flow direction in 
relation to the gravity field. However, few studies have been 
published for combined forced and free convection in the en
trance region between inclined parallel plates. Therefore, the 
present report has dealt systematically with how the two-
dimensional, developing flow and heat transfer in the entrance 
region between inclined parallel plates are affected by buoyan
cy due to the inclination angle. It is well known that the critical 
Rayleigh number for the onset of secondary flow between 

horizontal parallel plates is at 1708 (Mori and Uchida, 1965). 
Recently, Maughan and Incropera (1987) investigated ex
perimentally the effect of thermal instability on Nusselt 
number of fully developed airflow in a parallel plate channel 
heated uniformly from below, and confirmed that the Nusselt 
number at Gr*=g'./3'^;.(2s')4/(X'.»''2)<7000 became 
finally equal to the forced convection limit. This value of Gr* 
is equivalent to Ra< 1600 (see Appendix A). Thus, from judg
ment based on the critical Rayleigh number as usual or the 
result of Maughan and Incropera, the numerical results below 
Ra= 1500 are obtained for the present inclined channel except 
for the vertical position. 

From the results obtained, we have developed correlation 
equations for skin-friction coefficient and local Nusselt 
number at the arbitrary channel inclination, streamwise loca
tion, and Reynolds and Rayleigh numbers. 

2 Governing Equations 

Consider the heat transfer phenomenon of combined forced 
and free convection in the entrance region between parallel 
plates with uniform wall temperature, which is set at an angle 
4> to the horizontal. This paper deals with upward laminar 
flow for 0 deg<<£<90 deg. As shown in Fig. 1, the incom
pressible fluid enters the channel at the inlet with a uniform 
velocity and temperature. The developing flow is assumed to 
be two dimensional. The three thermal conditions are as 
follows: (1) the lower wall maintained at constant temperature 
with the upper wall insulated; (2) vice versa; (3) both walls 
maintained at constant temperature (referred to as "lower 
wall heated, upper wall heated, and both walls heated," 

Upward F low 
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respectively). Using the usual Boussinesq approximation, the 
dimensionless governing equations of continuity, momentum, 
and energy can be written as 

du/dx+dv/dy = 0 (1) 

(2) 

V2 = (d£/dx)2d2/d£2 + {d1i/dx2)d/di,+d2/dy2 

du 
u \-v 

dx 

dv 
U YV 

dx 

du 1 dp 2 
= 1- V 2 « 

dy 2 ax Re 

4Ra 
+ — — - ( l - 0 ) s i n < £ 

Pe«Re 

dv 1 dp 2 
= h V2 l> 

dy 2 dy Re 

4Ra 
+ ( l -0)cos </> (3) 

r c ' M 
u(dd/dx) + v(dd/dy) = 2v26/Pe (4) 

The dimensionless variables and parameters are chosen as 
follows: 

x=x'/(2s'), y=y'/(2s'), U = U'/UQ, v=v'/ui, 

p = 2(p'+pig'y' cos <t> + p{,g'x' sin </>)/Coo"o'2). 

0 = ( C - > ' ) / ( C - ' o ) > Re = 4s'ui/r', Pe = Pr«Re, 

Ra = 8c^g'p'(t^-ti)s'3/(\'v') 

(5) 

The solution domain has to map the infinite region onto a 
finite one, and it is also advisable to expand the region near 
the inlet. Thus, a axial transformation of the type 
% = (0.8x)0S/{l+(p.8x)M] is used (Wang and Longwell, 
1964). The dimensionless stream function \p and vorticity co are 
defined as follows: 

u = tylby, v=- (G?£/cix)di£/3£ 

u> = dv/dx—du/dy= — V 2 ^ 

where the Laplacian operator V2 is written as 

(6) 

(7) 

Elimination of the pressure gradients from equations (2) 
and (3) gives the following dimensionless vorticity transport 
equation: 

di, (d_/ di>\ d / b$\) 2 

MJcfv ~aT dx 

(b( 3* \ d ( d^xx 

+-
4Ra Ra / 

^ReV 

56» . d£ 
—— sin 4>—— 
dy dx 

Re 

de 

Vlw 

c o s <t>} 
Pe«Re \ dy dx 3£ 

In a similar manner, equation (4) is rewritten as 

_dS_r_3_/ d^ \ d (n di \~> 2 

~dx~l~dj\ / dy \ d? J) Pe 

(8) 

(9) 
dy / dy 

The boundary conditions of velocity and thermal fields for 
governing equations at inlet, at infinite downstream, and at 
lower and upper walls are, respectively, as follows: 

At £ = 0 (x= 0) and 0<y< 1, 

K = 1 , co = 0, \p=y, 0=1 

A t 0 < £ < l (0<x<oo), and^ = 0and l, 

u = 0, v = 0, ^0 = 0, iAi = l, 3i/</d£ = di/'/dy = 0 

6 = 0 (at heated wall), dd/dy = 0 (at insulated wall) 

For£ = l (x— o o ) a n d 0 < ^ < l , 

u = 6y(l-y), v = 0, i = 6y2(l/2-y/3), 

co = -6(l~2y), 6 = 0 

(10) 

(11) 

K12) 

Note that the inlet conditions will affect the skin friction 
and heat transfer very near the inlet. However, practical dif
ficulties arise from consideration of various conditions at the 
inlet in order to investigate the effects of buoyancy and in-

a, b 

CjQ, Cfl 

c; 
CP 
Gr 

g 

h 

L 

Nu0, Nu, 

Nu* 

Pe 

= grid sizes in the £ and 
y directions 

= skin-friction coefficient 
at the lower and upper 
walls, equations (19) 
and (20) 

= skin-friction coefficient 
for isothermal flow 

= specific heat 
= Grashof number 
= gravitational 

acceleration 
= heat transfer 

coefficient 
= hydrodynamic entrance 

length 
= Nusselt number at the 

lower and upper walls, 
equations (21) and (22) 

= Nusselt number for 
pure forced convection 

= Peclet number, equa
tion (5) 

Pr 

P 
q 

Ra 

Re 

s 

t 
U, V 

x,y 

0 

6 

X 
V 

= Prandtl 
number = c'p »po • v' /X' 

= pressure 
= heat flux 
= Rayleigh number, 

equation (5) 
= Reynolds number, 

equation (5) 
= one half the spacing 

between parallel plates 
= temperature 
= velocity components in 

the x and y directions 
= axial and transverse 

coordinates 
= coefficient of thermal 

expansion 
= dimensionless 

temperature, equation 
(5) 

= thermal conductivity 
= kinematic viscosity 

i 

p 
<t> 
4> 

CO 

Subscripts 

0 
b 

C, VI 

h.t 

Superscripts 

' 
* 

= dimensionless axial 
coordinate = (0.8x)°V 
f 1 i /t\ o,,.\0 R l (1 + (0.ox)uo J 

= density 
= inclination angle 
= stream function, equa

tion (6) 
= vorticity, equation (7) 

= value at inlet 
= bulk mean temperature 
= values a centerline and 

at wall 
= values of flow and 

thermal fields 

= dimensional variable 
= values of isothermal 

flow and pure forced 
convection 
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Fig. 2 Vertical velocity distribution tor different grid intervals at 
x = 1.871 for Re = 100 and Ra = 1500 when one wall heated (at y=1) 

clination angle on various physical quantities. Since the effects 
of axial diffusion of momentum and heat on the upstream 
and/or downstream region of the inlet were investigated 
previously (Naito, 1983), we used the most usual inlet condi
tion considered appropriate for this kind of study as in the 
past. Furthermore, when finite plates are not very short, the 
condition at the exit exerts little influence on the upstream 
region. Therefore, the above boundary conditions and an ax
ial transformation are adopted. 

3 Numerical Method of Solution 

Equations (7), (8), and (9) were approximated by finite dif
ference equations using a central difference form. The finite 
difference forms for the derivations of \j/ and 0 at a grid point 
inside and nearest the boundary wall were derived in the same 
way by Naito (1984, 1987). Thus, the accuracy of these solu
tions was improved by consideration of several boundary con
ditions. The velocity at the wall was obtained from the Taylor 
series expansions for the stream function. The boundary vor-
ticity, which has a truncation error of the third order, can be 
finally expressed by the following equations: 

When only the lower wall is heated, at y = 0 (/' = 1), 

3 (i i \ a,<'.2 £-Ra 

264.Pe 

- 270,- 3 + 40,- 4)sin <f> 

(1O80W 

(13) 

a t .y= l (/' = «+1) , 

3 
WI'.B+I ~~TJ ( * W i 

di 

dx 
(0/+i , ; i+i 

-0|-l,„+l)COS0 

When only the upper wall is heated, at y = 0 (J = 1), 

3 . . . . co,2 62-Ra d$ ,_ 
( " i+ i . i 

»;,2 
V,l=-£2- (V',-,1-^/,2)-

a t . y= l (/ = « + ! ) . 

W '>+»="^T W/,n+i-^/,»)-

8a'Pe dx 

-i,i) cos <j> 

co,„ b'Ra 

(14) 

(15) 

2 264-Pe 

-270,-„_1+40,.„_2)sin</> 

When both walls are heated, at y = 0 (/'= 1) 

(1O80,,„ 

-p- (hi-hi)-
"/ ,2 

2 
b'Ra 

264.Pe 

-270;|3+40,-4)sin</) 

(1080,-j 

(16) 

(17) 

— Present S t u d y 

o Habchi and Acharya 

Fig. 3 Comparison of the vertical velocity at x = 
Ra = 1000 when one wall heated (at y = 1) 

1.131 for Re = 75 and 

a t .y= l (/ = « +1), 

3 co ft.Ra 
b2 

2 264.Pe 

270/>„_1+40,-„_2)sin0 

(1080,,,, 

(18) 

where the symbols i andy indicate the grid point of location in 
the £ and y directions, respectively, and n is the number of 
partitions between the lower and upper walls. As obvious 
from equations (13)—(18), these equations for boundary vor-
ticity contain the term due to buoyancy. 

A mesh size of 51 x 51 (£, y) was normally used. In order to 
improve the accuracy of numerical calculation, the mesh size 
was again reduced by one-fourth for 0<.y<0.1 and 0 .9<^< 1 
near the walls, respectively. To confirm the grid independence 
of the results, the cross-stream grid interval was cut in half for 
the combined vertical convection case at Re =100 and 
Ra=1500 when one wall was heated. This comparison is 
shown in Fig. 2, where the axial-velocity distributions are plot
ted at x- 1.871. No significant differences were seen in the 
results. Also, to determine the numerical accuracy of the solu
tion, Fig. 3 gives a comparison of the axial velocity in the ver
tical channel for Re = 75 and Ra=1000 with the results of 
Habchi and Acharya (1986) with only one wall heated. A good 
agreement between the two results is obtained. The iter
ation was continued until the convergence criteria, 
l ^ ' - ^ l m a x < 1 0 - 6 and l 0 ^ 1 - ^ l m a x < l O - 6 , were 
satisfied simultaneously; where k is the kth iteration of com
putations, and the subscript max means the maximum value in 
all mesh point values of the network for each iteration. 

4 Results and Discussion 

This report dealt with air (Pr = 0.71) flow, and the 
numerical calculations were carried out for each condition 
given in Table 1. The symbols A ~ I in the succeeding figures 
of velocity and temperature are those at typical axial locations 
given in Table 2. 

4.1 Velocity Profiles and Hydrodynamic Entrance 
Length. The airflow that enters at a uniform velocity is 
deformed by buoyancy in addition to the usual displacement 
action of boundary layer. As a result, the developing velocity 
profiles become asymmetric. Far downstream, the buoyancy 
effect diminishes and the velocity profile attains the symmetric 
distribution of a parabola (Poiseuille flow). In order to 
visualize the buoyancy effects due to the inclination angle, the 
developing profiles of axial velocity u are illustrated in Fig. 4. 
Because the fluid near the lower wall in the horizontal parallel 
plates, irrespective of thermal conditions, is accelerated by 
buoyancy, the velocity profile is distorted and becomes ver
tically asymmetric. However, the asymmetry is very small. In 
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Table 1 Inclination angles and parameters for calculations 

<p 

0° 

15° 

30° 

45° 

60° 

75° 

90° 

Re 

50 
100 

100 

100 
50 

100 

100 

100 

50 

100 

300 

Ra 

500 

O 

O 

o 

1000 

o 

o 

o 

1500 
o 

o 
o 

o 
o 

o 
o 

o 

o 

o 
o 

2000 

o 

3000 

o 

Table 2 Locations where velocity and temperature profiles are given 

A 

B 

C 

D 

E 

F 

G 

H 

I 

x7(2s') 

0.080 19 

0.220 97 

0 .60892 

1.25 

1.871 62 

2.305 

6.081 34 

19.485 5 

oo 

case the lower wall is heated, the location of maximum veloci
ty Hmax approaches the lower wall more and more with increas
ing inclination angles. Contrary to this, when the upper wall is 
heated, it is seen from the distributions of E and G that the 
locations of maximum velocity shift from within the lower 
half to the upper half of the channel. On the other hand, the 
location of »max when both walls are heated moves toward the 
channel centerline, and the velocity profile approaches sym
metry. Also, in the vertical position, the acceleration of the 
central part is smaller than at an inclined position, and the 
velocity profile becomes the flattest. Appendix B describes 
why such an asymmetric velocity profile occurs. 

Figure 5 displays the effects of buoyancy on the developing 
velocity of upward flow between vertical parallel plates with 
one or both walls heated. The results for Ra = 0, 1500, and 
3000 are plotted in this figure, while the Reynolds number is 
fixed at 100. The location of maximum velocity when only one 
wall is heated comes closer to the heated wall, and the velocity 
profile becomes remarkably asymmetric, as the Rayleigh 
number increases. When both walls are heated, on the other 
hand, the decrease of displacement action is seen in com
parison with the pure forced convection, because the fluid 
near both heated walls is accelerated by free convection. In 
particular, the concave velocity profile for Ra = 3000 is main
tained up to a far downstream position. 

The developing velocity profile of vertical upward flow for 
three Reynolds numbers (50, 100, and 300) is shown in Fig. 6. 
The Rayleigh number is fixed at 1500. With one wall heated, 
the influence of free convection on the velocity becomes 
stronger with decreasing Reynolds number. With both walls 
heated, however, the variation of velocity profiles for 

i > — — — — ^ — — . — - J pr , , , , I 
0 0.5 y 1 0 y 05 

Fig. 5 Effects of Rayleigh number on developing vertical velocity pro
files for Re = 100: (a) one wall heated; (b) both walls heated 
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y 05 
Fig. 6 Effects of Reynolds number on developing vertical velocity pro
files for Ra = 1500: (a) one wall heated; (b) both walls heated 

15 

0 

Upper Wall Healed 

\ Lower Wall Heated 

Both Wall Heated 

0° 15° 30° 45° 6O°0 75° 90° 
Fig. 7 Variation of hydrodynamic entrance length with inclination 
angle for Re = 100 and Ra = 1500 

Reynolds numbers is not so appreciable as in the case of one 
wall heated. For Re = 50, the velocity profile overlaps at the 
position of B with that of Re = 100, but the velocity profile at 
C overlaps that for Re = 300. 

Here, the influence of buoyancy on the hydrodynamic en
trance length is investigated. The hydrodynamic entrance 
length is defined as the distance from the inlet to the axial 
location that it takes for the centerline velocity to reach 
uc = 1.485 (that is, 99 percent of centerline velocity of 
Poiseuille flow), Figure 7 shows the hydrodynamic entrance 
length, L/L*, for typical inclination angles that are normal
ized by isothermal flow (L* = 1.99). The Reynolds and 
Rayleigh numbers are fixed at Re= 100 and Ra= 1500. For a 
horizontal channel, the hydrodynamic entrance length of a 
lower heated wall (Z, = 2.22) is longer than that of isothermal 
flow, while that of an upper heated wall (L = 1.7) is shorter 

Fig. 8 Effects of inclination angle on developing temperature profiles 
for Re = 100 and Ra = 1500; , </> = 0 deg; , 4> = 45deg; - • - , 
(£ = 90 deg: (a) lower wall heated; (b) upper wall heated; (c) both walls 

heated 

than L* - 1.99. The hydrodynamic entrance length when both 
walls are heated {L = 1.96) becomes nearly identical to that for 
isothermal flow. When only one wall is heated, a slight distor
tion of velocity profile remains, and the maximum velocity is 
at the position under the centerline. However, except in the 
horizontal position, the hydrodynamic entrance length is af
fected significantly by buoyancy and is longer than that of 
isothermal flow. When the parallel plates are made vertical, 
the value of L is the same for heating of either the lower or the 
upper wall. Then L/L* is 10.8. The hydrodynamic entrance 
length ratio when both walls are heated, L/L*, is much shorter 
than when only one wall is heated. 

4.2 Temperature Profiles. Figure 8 gives a comparison 
of the developing temperature profile for the inclination angle 
under three thermal conditions. Reynolds and Rayleigh 
numbers are fixed at Re = 100 and Ra = 1500. As seen from the 
comparison of Figs. 8 and 4, the influence of inclination 
angles on temperature profile is not so appreciable as the 
velocity profile. Although the temperature profiles corre
sponding to Figs. 5 and 6 are omitted in this paper, the larger 
difference between temperature profiles for the three 
Reynolds numbers is recognized, whereas the variations of 
temperature profiles for Rayleigh numbers are smaller. 

4.3 Skin-Friction Coefficient and Local Nusselt 
Number. The influence of buoyancy on the skin-friction 
coefficient and local Nusselt number is investigated, because 
the flow resistance and heat transfer are important in the prac
tical technique of heat exchanger. To begin with, the skin-
friction coefficient Cj and the local Nusselt number Nu are 
defined as follows: 

Cp = 4(du/dy)y=e/Re (19) 

C/1 = -4(du(dy)y=l/Re (20) 

Nu0 = 4s'hS/s'=2(d6/dy)y=0/6b (21) 

Nu! =4s'/i0 'A' = -2(d9/dy)y=l/6b (22) 

where the dimensionless bulk temperature 6b in equations (21) 
and (22) is given by 

06=(C-^)/(C->o)=J/"-*' (23) 

The effects of buoyancy on the skin-friction coefficient and 
the local Nusselt number are evaluated by each ratio of CJ for 
the isothermal flow and Nu* for pure forced convection, 
respectively. Hence, Cf and Nu* are shown in Fig 9. 

The skin-friction coefficients of three thermal conditions 
for Re = 100, Ra= 1500, and 0 deg <0<9O deg are shown in 
Fig. 10. The influence of buoyancy increases with flow 
downstream from the entrance and peaks in the region 
x=0.3~5. The buoyancy effect diminishes gradually with 
downstream distance. At a far downstream position, Cj ap
proaches asymptotically the value of Poiseuille flow. Then, 
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9 Skin-friction coefficient for isothermal flow and local Nusselt Fig. 
number for pure forced convection 

the skin-friction coefficient is larger at the horizontal lower 
wall and smaller at the horizontal upper wall than that of 
isothermal flow. This corresponds to the velocity gradients at 
the wall. With increasing inclination angles, (C//C/)m a x at the 
heated wall is larger and (Cy/Cy*)min at the insulated wall is 
smaller. This is because the fluid near the heated wall is ac
celerated by free convection. At 0 = 1 5 deg, there exists a 
region in the vicinity of the inlet where the ratios of the skin-
friction coefficients become Cp/C* < 1 when the upper or 
both walls are heated. 

Figure 11 depicts the distributions of local Nusselt number 
for typical inclination angles at Re =100 and Ra=1500. 
Although the influence of buoyancy on local Nusselt number 
is an order of magnitude smaller than that on skin-friction 
coefficient, these show a similar tendency. In other words, in 
the case of horizontal parallel plates with the upper or both 
walls heated, the axial variation of local Nusselt number at the 
upper wall exhibits the presence of a local valley at some axial 
position due to buoyancy. When the parallel plates are tilted, 
(Nu/Nu*)max is larger than at 0 = 0 deg. With the upper wall 
heated, it is also known that the local Nusselt number for 
</>> 15 deg is larger than that of pure forced convection. 

In order to utilize the results of friction loss and heat 
transfer in the development or design of thermal energy 
devices, the correlation equations are obtained. At an inclina
tion angle, a skin-friction coefficient 11 - Cf/Cf I and the 
corresponding location x are normalized by use of 

respectively. Subse-11 - Cf/Cf I max and its location {xh )n 

quently, x=x/(xh)a s rewritten by f = x / ( l + x)- This 
distribution of normalized skin friction coefficient shows 
good agreement with that of local Nusselt number. Thus, the 
numerical results of skin-friction coefficient and local Nusselt 
number can be expressed by the following correlation 
equations. 

1 When only one wall is heated, 

Cf = Cf[l+A{F+ (B + 0.101)/)] 

Nu = Nu*[l+0.2L4{F+CB + 0.101)/-)] 

/ 7 = 4 f ( l - f ) , 0 < r ^ l 

/ = 89^(0.212-0, 0<f<0.106 

= (0.5 - f ) /{0.796-K6.581-26.320 }, 

0.106<f<0.5 

= 0, 0.5<f<l 

where A and B are given by the following equations: 
for the lower wall heated: 

(24) 

(25) 

Lower Wall 

Upper Wall 

Eq.(24) 

10 ' 10 10 

Lower Wall 

Upper Wall 

Eq. (24) 

10 ' 10 10 ' 

0.5 

Lower Wall 

Upper Wall 

Eq. (30) 

10 10 10 10 
Fig. 10 Effects of buoyancy in terms of inclination angle on skin-
friction coefficient for Re = 100 and Ra = 1500: (a) lower wall heated; (b) 
upper wall heated; (c) both walls heated 

A = (0.0438 sin 4> + 0.0022)Ra/Re 

5 = x(0.772-5.156x+19.69x
2-31.91x3 + 18.66x4) 

for the upper wall heated: 

A = (0.046 sin <f>-0.0028V(1 -sin2(/>))Ra/Re 

B= -x(0.627-3.803x+14.36x2 

-23.36x3 + 14.34x4) 

The location of 11 - C / C / 1 m a x and l l - N u / N u * l 
given by 

(26) 

(*A)max = 0.0432Re09 

(*,)max = 0.0479Re0-9 

(27) 

K are 

(28) 

(29) 
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Fig. 11 Effects of buoyancy in terms of inclination angle on local 
Nusselt number for Re = 100 and Ra = 1500: (a) lower or upper wall 
heated; (b) both walls heated 

2 When both walls are heated 

Cf=Cf\\+A{F+Bf)\ 

Nu = Nu*( 1 + 0.15.4 (F+Bf)} 

F= f/[ 0.286 -f(0.145 -1.145f)), 
= ( l - f ) / ( 1.566-f(3.266-2.266f)], 

At the lower wall for 0 deg < $ < 90 deg 

(30) 

(31) 

0<f<0.5 
0.5<f<l 

/=40.57f(0.314-f), 0<f<0.157 
= (0.5-f)/(0.621-f(2.546-4.924f)}, 0.157<f<0.5 
= 0, 0.5<J<1 

A = (0.0194 sin </> + 0.0072)Ra/Re 
fi = x(0.784-3.513x + 9.134x2-10.44x3+4.543x

4) 

(32) 
At the upper wall for 0 deg < <t> < 90 deg, 

/ = 25.77 f(0.394-f), 0<f<0.197 
= (0.5-f)/(0.782-Jt3.863-7.268f)}, 0.197<f<0.5 
= 0, 0.5<f<l 

A = (0.0322 sin 4> - 0.0072)Ra/Re, 
5=-x(0.9083-3.168x + 7.911x2-5.207x

3) 

Also (xh)max and (*,)max are expressed as follows: 

(xA)max=0.027Re0^ 

(*<),, = 0.0222Re0854 

(33) 

(34) 

(35) 

where x = 1 - sin <j>. The application range of these equations is 
0.05 <x< 10. At the upper wall, except for the case of a heated 
lower wall, the sign of B is changed when A has the negative 
sign. Note that the values of (xh )max and (x,)max at the vertical 
position are used in the above formulation. 

When only one wall was heated, Cf and Nu for 4> = 45 deg 
were approximated within 1.7 and 1 percent, respectively. 
When the values of C* and Nu* are determined from Fig. 9, 

the Cj and Nu values at arbitrary inclination angle, streamwise 
location, and Reynolds and Rayleigh numbers within this 
analysis condition can be produced by using the proper equa
tions (24)~(35). Note that the application of these equations 
is below the onset of thermal instability. Therefore, attention 
should be paid to use at low inclination angles. 

5 Conclusions 
A numerical investigation has been made of combined 

forced and free laminar convection of upward airflow in the 
entrance region between inclined parallel plates with uniform 
wall temperature. The results are summarized as follows: 

1 The developing velocity profiles are distorted by the 
buoyancy. In the horizontal parallel plates, the fluid near the 
lower wall is always accelerated, irrespective of thermal condi
tion. With increasing inclination angles, the position of umax 
approaches the lower wall when only the lower wall is heated 
and toward the upper wall when only the upper wall is heated. 
When both walls are heated equally, the developing velocity 
profiles change from asymmetric to symmetric forms with an 
increase of the inclination angle. 

2 The hydrodynamic entrance length becomes longer with 
an increase of buoyancy and inclination angle. 

3 The variation of temperature profiles with inclination 
angle is not so remarkable as the velocity profile. Rayleigh 
number variations also give smaller differences in the 
temperature profile. 

4 In the heated horizontal parallel plates, the skin-friction 
coefficients Cf at the lower and upper walls take consistently 
higher and lower values, respectively, than the isothermal 
flow. As the inclination angle increases, Cf values at the 
heated and insulated walls become larger and smaller, respec
tively, than for the horizontal parallel plates. 

5 The effects of buoyancy on the local Nusselt number in
crease with increasing inclination angles. When the inclination 
angle is over 15 deg, the reduction of heat transfer at the upper 
wall observed in the horizontal parallel plates almost disap
pears due to free convection effects. 

6 In order to estimate the value of skin-friction coefficient 
readily at the heated wall and of local Nusselt number, the cor
relation equations (24)-(35) are provided. 
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A P P E N D I X A 

When a horizontal parallel plate channel is heated from 
below with a uniform wall heat flux, the dimensionless 
temperature profile in the fully developed velocity and 
temperature fields may be written (Naito, 1984) as 

--2y-2y3+y4--
Gr 

3 Pr-Re2 ( 4 4 4 ) <«> 
X' 

where t^0 is a lower wall temperature and Gr = 8g' • 
/3 ' ' (q 'w's ' / \ ' ) 'S , 3 /u ' 2 . Thus, from equation (Al), the 
dimensionless temperature difference between the lower wall 
temperature t'^ (at y = 0) and upper wall temperature t'wl (at 
y= 1) is given by 

tuK\ 

q'„'s' 
1-

1 Gr 
45 Pr.Re2 (A2) 

X' 
In the meantime, the dimensionless temperature difference 
between lower wall temperature t'^ and bulk temperature t'b 

becomes: 

' u r f l •t'b 

q'w's' 

26 
~35~ 

1 Gr 
45 Pr-Re2 2835 

1 / Gr \ 2 

iirfe*?-) (A3) 

X' 

Maughan and Incropera (1987) obtained the transitory 
enhancement of Nusselt number at Gr* = g''@'*q^ 
(2s')4/(\'-v'2) = 7000 and Re* = 2s'-u'/v' = 250. The 
corresponding critical Rayleigh number based on t^ - t'b 

was Ra' = 8c;-p ' •# ' >&' »(Co - ^ W 3 / ( X ' . e ' ) = 1 2 0 0 . 
Now, we estimate the value of Ra = %c'p'pQ'g'•&'•(!'„ — 
tQ)-s'3/(k' "c') equivalent to the above value. 

With Gr* = 7000 and Re* = 250, we have: 

Gr = Gr V2 = 3500 and Re = 2Re* = 500 

which yields 

Gr/(45Pr-Re2) = 4.4 x 10"4 < <26/35 

and 

{Gr / (Pr .Re 2 ) ) 2 /2835=1.4xl0~ 7 <<26/35 

Thus, the second term of equation (A2) and the second and 
third terms of equation (A3) can be neglected. 

Consequently, from equations (A2) and (A3), we obtain the 
following value: 

( C o - C i ) / ( C o - ^ ) -35 /26 

With Ra ' = 1200 and equation (A4), we then have 

Ra* = 8 c ; . p ' . g ' . ( 3 ' . ( C 0 - C i W ' 3 / ( X ' . i > ' ) = 1 6 0 0 

(A4) 

(A5) 

Hence, the condition for the nonoccurrence of secondary flow 
is expressed as 

Ra* < 1600 (A6) 

In the present case, the following relations hold: 

which is equivalent to 

Ra*<Ra (A7) 

Therefore, in the present definition, we comply with the 
following requirement in order to consistently satisfy equation 
(A6): 

Ra<1600 

A P P E N D I X B 

(A8) 

It is well known that the fluid near the lower wall for 
horizontal parallel plates with both walls heated is accelerated 
by buoyancy (Kiya et al., 1971; Nguyen et al., 1981), so the 
asymmetric velocity profile for heating of either the lower or 
the upper wall alone is discussed here. 

As seen from Fig. 4, the fluid near the lower wall is ac
celerated by buoyancy as follows: 

(,du/dy)y=0>-(du/dy)y^ (Bl) 

(0 When only the lower wall is heated, equations (13) and 
(14) are rewritten as follows: 

(du/dy)y=0 = 3(^,2 - iiA)/b2 + « / i2/2 + A0 (B2) 

-(du/dy)y=i=3Wi,n+l-ti,n)/b
2-ai,„/2 + Al (B3) 

In the case of pure forced convection, the following equa
tions are obtained: 

^i,2-^i,l=4'i,„+l-^i,„ 

W/,2 = - " ; , 

(B4) 

The final terms on the right sides of equation (B2) and (B3) 
represent the effects of free convection and are expressed, 
respectively, as follows: 

A0 = 62 .Ra((ae/3^)^0 .sin</>)/(4Pe) 

A, =62«Ra( (dd/dx)y=rcos </>]/(4Pe) 
(B5) 

(d$/dx)y=l<0 at the upper wall (insulated wall) and 
(dd/dy)y=Q>0 at the lower wall. Therefore, from equations 
(B2) and (B3), we obtain: (du/dy)y=0> - (du/dy)y=i. This 
unequal relation increases with increasing inclination angles. 
In other words, the fluid near the lower wall is accelerated as 
the inclination angle and the value of parameter, Ra/(Pr«Re), 
increase. 

(//) When only the upper wall is heated, the final terms of 
equations (B2) and (B3) are expressed as follows: 

A0= -b2'Ra{ (d6/dx)y=0-cos<j}}/(4Pe) 

A, = - b 2 - R a { (d6/dy)y=l>sin0]/(4Pe) 
(B6) 

The temperature gradients in these equations maintain 
(dd/dx)y=0<0 at the lower wall (insulated wall) and 
(dd/dy)y=l < 0 at the upper wall, respectively. In the same way 
as (0, (du/dy)y=0 > — (du/dy)y=l is derived for the horizontal 
parallel plates. However, the inequality between (du/dy)y=0 

and -(du/dy)y=1 is reversed with increasing inclination 
angles. As discussed earlier in this report, it means that the 
vertical location for maximum velocity of developing flow is 
displaced toward the upper wall with increasing inclination 
angles. 
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ixed Convection in an Annulus 
of Large Aspect Ratio 
Mixed convection in an annulus of large aspect ratio is studied. At an aspect ratio of 
100, the effect of wall curvature is minimal, and both the base flow and the stability 
characteristics approach those of a two-dimensional channel flow. The linear-
stability results demonstrate that the fully developed flow is unstable in regions of 
practical interest in an appropriate parameter space. Consequently, commonly 
assumed steady parallel countercurrent flows in many idealized numerical and 
analytical studies are unlikely to be observed experimentally. 

1 Introduction 

Mixed convection in vertical ducts is a fundamental prob
lem in heat transfer. Unfortunately, the fluid motions and 
associated heat transfer mechanisms for these problems are 
frequently treated incorrectly. For example, many researchers 
have simplified the problem by assuming that the flow is 
parallel, similar to the isothermal case. With such an assump
tion, the velocity and temperature distributions at any axial 
location become relatively easily predicted functions of the 
transverse coordinates only. However, the limits of this 
assumption have not been discussed in depth for nonisother-
mal flows. Consequently, physically unrealistic steady parallel 
reverse flow, induced by buoyancy, is discovered in some 
overly idealized numerical models. In this paper we will 
demonstrate that mixed convection in a vertical annulus of 
large aspect ratio (equivalent to a two-dimensional channel) is 
unstable in many regions of an appropriate parameter space, 
and that the assumption of a steady parallel fully developed 
flow is not appropriate for most flow conditions of practical 
interest. 

Many studies of mixed convection in vertical slots and an-
nuli have adopted the parallel flow assumptions (Shumway 
and McEligot, 1971; El-Shaarawl and Sarhan, 1980; Kim, 
1985; Hashimoto, Akino and Kawamura, 1986; Quintiere and 
Mueller, 1973; Habchi and Acharya, 1986; Aung and Worku, 
1986), and ignored the possible hydrodynamic instabilities 
that can lead to increased mixing of the fluid. Thus, the results 
obtained without accounting for these effects will tend to 
underpredict the actual heat transfer rates. 

There is experimental evidence that this is, indeed, the case. 
For example, Maitra and Raju (1975) developed an exact solu
tion for the Nusselt number for fully developed flow in an an
nulus, based on the parallel flow assumption. The analytical 
result was then compared to experiment and it was found that 
the measured heat transfer rates were significantly higher than 
those predicted with the theoretical model. This effect was 
observed at Reynolds numbers as low as 200. The discrepancy 
in the results was attributed, correctly we believe, to secondary 
flows induced by hydrodynamic instability. Detailed observa
tions of the flow patterns induced by the instabilities, 
however, were not reported. 

A related problem that has been studied more extensively is 
that of nonisothermal flow in a vertical pipe. An extensive list 
of references can be found in Zeldin and Schmidt (1972). Most 
studies have adopted the parallel flow assumption in their 
analysis. An important exception, however, is the work of 
Scheele and Hanratty (1962). In this work the authors ob
served experimentally that the stable flow in the inlet region of 
a heated vertical pipe can become unstable near the fully 
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developed region. When the buoyancy forces oppose the mo
tion of the fluid, such as upward flow in a cooled pipe, the 
transition to turbulence is abrupt. However, when the buoy
ancy forces aid the fluid motion, such as upward flow in a 
heated pipe, the transition is gradual, and the initial transition 
process leads to a new equilibrium laminar nonparallel flow. 
Thus, in the opposing-flow case the instability is subcritical, 
and in the aided-flow case it is supercritical. Kemeny and 
Somers (1962) observed flow patterns for the supercritical case 
and called them nonlaminar to distinguish them from tur
bulent flow. The nonlaminar heat transfer rates were found to 
be as much as 30 percent larger than those observed in laminar 
flow. In addition, it was found that the flow can become 
nonlaminar at Reynolds numbers as low as 30. Confirmation 
of these results analytically was achieved by Yao (1987a), who 
demonstrated that upward flow in a heated vertical pipe is 
unstable for certain parameters and that a supercritical in
stability will likely consist of a double-spiral structure. 

In addition to the results summarized above, there are a 
number of other studies relevant to the present investigation. 
In particular, the stability of natural convection in a two-
dimensional slot or annulus and the stability of plane 
Poiseuille flow are limiting cases of the present study. In the 
limiting case of the Reynolds number equal to zero, the flow 
becomes that of pure natural convection. In a two-
dimensional slot it has been observed that when a small 
temperature difference is imposed between the vertical walls, 
the fluid near the hotter wall rises and that near the cooler wall 
descends, and the accompanying temperature profile is linear. 
However, as the temperature difference between the plates is 
increased, the motion becomes unstable, the fluid bifurcates, 
and the new flow consists of stationary recirculating eddys 
(Elder, 1965). The stability of this motion has been determined 
by Vest and Arpaci (1969), who found that the marginal 
stability boundary occurs at a Grashof number of about 8000, 
and is a very weak function of Prandtl number. Korpela et al. 
(1973) confirmed these results for small Prandtl number, but 
they found that at Prandtl numbers above 12.7, thermally in
duced instability becomes dominant, the cells begin to drift, 
and a significant Prandtl number dependence appears. As 
discussed by Hart (1971) there are two distinct physical 
mechanisms that lead to instabilities. The instability that oc
curs at higher values of Pr is one in which the disturbance 
energy is gathered primarily from the potential energy 
associated with the buoyant forces, while with the instability 
that occurs at lower values of Pr, the disturbance energy is 
gained from the action of the shear forces in the mean flow. 
The drift of these cells for large Pr may be due to the fact that 
cells are produced in the thin thermal boundary layer and are 
carried away by the induced forced flow outside of it. 

In the case of steady recirculating eddies in natural convec
tion, as the Reynolds number is increased these cells will begin 
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Fig. 1 Geometry and coordinates 

to drift with the mean flow. As the Reynolds number is in
creased further these drifting cells will be "washed out" by the 
forced flow and the secondary motion will become vertical 
spirals. It is important to note that the flow above critical 
Gr/Re will not be steady and attempts to predict the detailed 
flow patterns that do not account for the unsteady nature of 
the flow will not be successful. 

In many studies, the most unstable disturbances are as
sumed to be two-dimensional. This is a consequence of 
Squire's theorem, which is valid for two-dimensional isother
mal flows and states that the growth rate of an unstable three-
dimensional wave is equal to that of a two-dimensional wave 
at a smaller Re. Consequently, stability studies on plane 
Poiseuille flow are usually limited to two-dimensional dis
turbances. This result can also be derived for the problem of 
natural convection in a two-dimensional slot (Vest and Ar-
paci, 1969). Even though in the limiting cases of natural con
vection and plane Poiseuille flow in a two-dimensional chan
nel the theorem is valid, an analogy of Squire's theorem for 
two-dimensional mixed convection can not be proved 
rigorously due to the presence of the buoyant term in the axial 
momentum equation. Therefore, both axial and azimuthal 
disturbances are investigated. While it is found that the first 
few azimuthal modes can be as unstable as the axisymmetric 
one, the linear stability boundary predicted by the analysis of 
two-dimensional disturbances is sufficient. The higher har
monic modes are needed, however, to study the nonlinear 
behavior beyond the onset of instability. 

A linear stability analysis of fully developed mixed convec
tion in a vertical annulus with an aspect ratio of 100 and a 
Prandtl number of 0.71 is carried out in the next section. The 
analysis accounts for both axisymmetric and nonaxisymmetric 
disturbances. The results show that the flow is unstable for 

certain parameter ranges (see Fig. 4). It is found that the 
aspect ratio investigated is sufficiently large so that a two-
dimensional vertical slot is approximated. The effect of cur
vature is investigated in a related paper (Yao and Rogers, 
1988). 

2 Problem Formulation 

Consider the annular geometry illustrated in Fig. 1. If we 
define a dimensionless radial coordinate as n] = (r—b)/(a — b) 
and an aspect ratio as A - b/(a - b), where a and b are, respec
tively, the outer and inner radii of the cylinders, the dimen
sionless Navier-Stokes, continuity, and energy equations in 
terms of annular-cylindrical coordinates (T;, 4>, z) are 
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du 

1 dv dw 
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The pressure in equation (1) is the thermodynamic pressure 
plus the quantity pagz. The z coordinate is nondimensional-
ized by the gap width a — b, the velocities by the mean axial 
velocity Wm, the pressure by pWj„, and the time by 
(a-b)/Wm. The dimensionless temperature is given by 
6 = (T- Ta)/(Tb — Ta), where Ta and Tb are the outer and in
ner wall temperatures, respectively. The parameters appearing 
in the equations are the Reynolds number Re = (a-b)Wm/v, 
Prandtl number Pr = v/a, and the Grashof number 
Gr = flg(a-b)3(Tb- Ta)/v

2, where g is the gravitational ac
celeration, j3 the thermal expansion coefficient, a the coeffi
cient of thermal diffusivity, and v the viscosity. 

Investigation of the governing equations and their subse
quent nondimensionalization reveals that if Tb>Ta, Gr is 
positive; if Ta>Tb< the outer cylinder temperature is higher 
than that of the inner cylinder, and the only change that oc
curs in the governing relations is that Gr changes sign. Further 
investigation of the problem reveals that there are two distinct 
base-flow situations that may occur. These are upward flow 
with the outer cylinder heated (which is analogous to 
downward flow with the outer cylinder cooled) and upward 
flow with the inner cylinder heated (which is analogous to 
downward flow with the inner cylinder cooled). Therefore, by 
investigating the stability behavior for both positive and 
negative values of Gr, the complete stability boundary for 
mixed convection in an annulus of a particular geometry is 
determined. 
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Fig. 2 Basic-state temperature profile 

Fig. 3 Basic-state velocity profiles 

In this paper, a geometry with an aspect ratio of A = 100 is 
investigated. The results show that there is little difference in 
the solutions for the inner and outer wall heated cases, in
dicating that the curvature does not have a significant effect 
on the results and the solution is a close approximation to the 
stability of mixed convection in a vertical, two-dimensional 
channel. 

2.1 Basic State. Since we are interested in studying the 
stability of nonisothermal, fully developed flow in an annular 
region, we split the dependent variables in the governing equa
tions into two parts: basic state and disturbance. If the 
classical assumption of fully developed flow is applied to 
equations (la)-(le), the basic state is independent of the axial 
and azimuthal coordinates. The governing equations are 

Gr 
e -

dP l r 
~*T + l leL 

d2G 

d2W 

dV
2 

1 

1 dW 

t) + A 
36 

- = 0 

d-q 
] - . (3a) 

OJJZ ri+A dr) 

The axial-pressure gradient can be determined with the use 
of the requirement of global mass conservation 

{7]+A)Wdrr- (1+2/4) (3c) 

Where W and 0 are, respectively, the basic state velocity 
and temperature. The solution of equations (3a)-(3c) is ac
complished by first solving equation (3b) for the temperature 
profile. This profile is then substituted into equation (3a) and, 
since the pressure gradient is independent of the radial coor
dinate, the equation is easily integrated to obtain an expres
sion for the velocity profile, which includes a term propor
tional to the axial pressure gradient. Equat ion (3c) is then 
used to obtain an expression for the pressure gradient. While 
the solution is straightforward, the resulting expressions are 
algebraically complicated, and, since we are concerned with 
the stability of the laminar mot ion, the expressions themselves 
are not presented here. The results show that the basic state 
velocity and temperature profiles are functions of only the 
aspect ratio A and G r / R e . A plot of the basic temperature 
profile for A = 100 is given in Fig. 2. It is seen from Fig. 2 that 
the temperature profile is almost linear, indicating that a two-
dimensional basic state is being approached. Typical basic 
velocity profiles for A = 100 are given in Fig. 3. For 
G r / R e = 80 and - 8 0 , the velocity profiles contain points of 
inflection. Thus , increased heat transfer across the duct leads 
to profiles that contain an increased potential for instability. 

2.2 Disturbance. The linear equations governing the in
finitesimal disturbances are obtained by subtracting the basic 
state equations from the full equations and neglecting 
nonlinear terms. They are 
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Where t h e ' denotes a disturbance quantity. The continuity 
equation is satisfied by the choice of two streamfunctions, / 
and g, which are defined by 

(5a) 

u — 

~ dg 
dt) 

(df+ 1 

V dz 7}+A 

. df ^ f 
W = — 1 

dg 

d<f> . 
(5b) 

(5c) 
dr; Tj +A 

The remaining four equations can be reduced to three by the 
elimination of pressure through cross-differentiation. The 
number of independent variables is then reduced to one with 
the assumption that the disturbances are of the usual normal-
mode form 

<£ = 4>(n)e' ,i[a(z-ct) + n<t>] (6) 
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where <j> = / , g, or 6, and a and n are the axial and azimuthal 
wavenumbers, respectively. Equations (4a)-(4e) then become 
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where a prime denotes differentiation with respect to ?j. 
These equations represent a ninth-order system. Eight 

boundary conditions, which reflect the no-slip, no-
penetration, and constant-temperature conditions on the inner 
and outer cylinders, are given below: 

g' (0) = af(0) + ̂ j-g(O) = / ' (0) + ^ = 6(0) = 0 (8a) 

g'(l) = af(l) + —n—g(\) = / ' ( ! ) + - ^ ! L = 0(1) = 0 (8b) 
l+A' l+A 

The ninth boundary condition establishes a datum for the 
streamfunctions and is by 

g(0) = 0 (8c) 

Equations (6a) through (6c) and the boundary conditions 
form a complex eigenvalue problem. The stability boundary in 
the (Re, Gr, n, a) space is determined by the point at which the 
imaginary component of the complex wave speed c,- is equal to 
zero, with the disturbance being unstable for c, greater than 
zero. This also forms a minimax problem with c, = 0 where Re 
and Gr/Re are local minima for various wave numbers a and 
•q. A large number of calculations is required to establish the 
projection of the stability boundary on the (Gr/Re, Re) plane. 
The computational method is described in the next section. 

3. Method of Solution 

A pseudospectral Chebyshev method is used to discretize 
the equations and incorporate the boundary conditions 
(Orszag, 1971). The collocation points are selected to be the 
extrema of the M h order Chebyshev polynomial so that the 
truncation error is minimized. The eigenvalues of the resulting 
matrix are determined with the aid of a complex QR algorithm 
as described by Moler and Stewart (1973). 

The convergence of the numerical scheme has been checked 
by varying the number of collocation points. It has been found 
that 51 terms are usually sufficient. For large N, more terms 
are needed to avoid spurious roots. It was observed that true 
roots always appear when the number of discretization terms 
is changed. On the other hand, the spurious roots usually ap
pear as a group and their values change drastically when TV is 
altered. A great deal of care was exercised to ensure the most 
unstable eigenvalues were identified. 

The accuracy and validity of the numerical scheme was 
checked by favorable comparisons with published results in 
the limiting cases mentioned earlier: (1) plane Posieuille flow, 
and (2) natural convection in a two-dimensional slot. 

To compare our results with those of a two-dimensional 
channel, we set A = 1000. In this case, as Gr—0, the basic flow 
approaches plane Poiseuille flow. In a careful numerical study 
of this problem, Orszag (1971) found the wave speed of the 
most unstable disturbance at Re =13333, a = 2.0, and n = 0. 
Our calculation of this parameter agrees with his result to five 
significant figures. 

With 4̂ = 1000, as Re—0 the situation becomes that of 
natural convection between infinite parallel plates maintained 
at different temperatures. Korpela et al. and (1973) have deter
mined that the critical point lies at Gr = 8038 and a = 2.8. Us
ing a linear interpolation of the imaginary component of the 
complex wave speed between its values at Gr = 8000 and 
Gr = 8100 at wavenumbers of a = 2.7, 2.8, and 2.9, then using 
a quadratic interpolation in a of these results, we find the 
critical condition to be Gr = 8015 at a = 2.8, a difference in the 
critical Grashof number of about 0.3 percent. The critical 
wave speed that we predict at this condition is cr~ 10"5. This 
is consistent with the results of Korpela et al. (1973) for 
natural convection in a two-dimensional slot, in which it is 
found that the Prandtl number less than 12.7, the disturbances 
are stationary. 

4 Results and Discussion 

The following results are for Pr = 0.71 and A = 100. The 
complete stability boundary on the (Re, Gr/Re) plane is 
shown in Fig. 4. Positive Gr indicates that the inner cylinder is 
heated while negative Gr implies that the outer cylinder is at a 
higher temperature. Axial wavenumber and the disturbance 
wave speed are plotted as functions of the Reynolds number in 
Figs. 5 and 6 for positive Gr. 

In all cases, it was found that the first several azimuthal 
modes become unstable at the same time. For example, at 
Re = 7000, the critical value of Gr/Re is found to be 47.43 for 
the first five azimuthal modes (n = 0-4). At n = 5, this value in
creases to 47.44; at «=10, Gr/Re = 47.45; at n=15 , 
Gr/Re = 47.48; and at « = 30, Gr/Re = 47.60. Thus, the trend 
is that the higher azimuthal modes are slightly more stable 
than those at smaller n. As the disturbance grows, however, it 
is not clear which mode will be dominant. Thus, even though 
the linear stability boundary is sufficiently determined from 
investigation of the axial disturbances only, a nonlinear 
stability analysis must account for all of the relevant 
azimuthal modes as well. 

Investigation of Fig. 4 reveals that the instability boundary 
is similar for both positive and negative Gr. This indicates that 
the effect of wall curvature is minimal and the stability 
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behavior is very close to that of a two-dimensional channel 
flow. In addition to the symmetry of the instability curves 
about the Gr = 0 axis, the other parameters of interest, such as 
axial and azimuthal wavenumbers and the disturbance wave 
speed, are also similar for each case. Thus, only the results for 
positive Gr will be discussed in detail in this paper. 

The instability boundary shown in Fig. 4 can be separated 
into three distinct curves. The instability that occurs at small 
Gr is labeled as the shear instability since it occurs due to the 
shear flow in the duct. At small Reynolds numbers and larger 
Grashof numbers the instability is referred to as the thermal 
mode since the buoyant forces play a dominant role. In be
tween these regions is the interactive instability. The shear and 
interactive instabilities are clearly identifiable in the region in 
which they intersect. The curves are distinct and they continue 
beyond the point of intersection. However, the boundary be
tween the interactive and thermal instabilities is not so ob

vious. The curves blend smoothly together and no 
distinguishing characteristics, such as wavenumber or dis
turbance velocity, can be used to separate the instabilities. At 
small Re, the instability boundary curve is very steep, and 
small changes in Re lead to substantial changes in the critical 
Gr/Re. After about Re = 2000, however, the curve changes 
slope so that a nearly straight line of moderate slope is 
formed. In addition, investigation of the axial wavenumber 
and wave speed as functions of Re, plotted on Figs. 5 and 6, 
shows that, even though the curves are continuous, the evolu
tion of these properties changes significantly at about 
Re = 2000. The critical disturbance wave speed decreases 
rapidly with increasing Re at small Re. After about Re = 2000, 
however, the curve changes slope and the decrease becomes 
more moderate. The axial wavenumber also initially decreases 
rapidly with increasing Re to about Re = 2000, after which 
point the shape of the curve changes. Thus, it is clear that the 
instability changes character at about Re = 2000, and the 
boundary between the thermal and interactive instabilities is 
assumed to be this point, with the thermal instability govern
ing for small Re and the interactive for larger. 

Near the point labeled D in Fig. 4, it is seen that the heating 
initially stabilizes the flow. With no heating, the shear flow 
becomes unstable at about Re = 7730, which is in close agree
ment with the results of Thomas (1953) for the linear stability 
of plane Poiseiulle flow. As Gr increases, however, the critical 
Re for the shear instability also increases up to a maximum 
value of about Re= 13,600 at Gr/Re = 34, at which point the 
shear and interactive instability curves intersect. 

In Fig. 5 it is shown that the wave number decreases with in
creasing Re, from a = 2.03 at Re = 7730 to a =1.69 at 
Re = 14,000. The wave speed, shown in Fig. 6, also decreases 
with increasing Re, from cr = 0.39 at Re = 7730 to cr = 0.34 at 
Re =14,000. 

With the interactive instability, investigation of Fig. 4 
reveals that increasing Re has a slight destabilizing effect on 
the flow. As Re increases, the critical value of Gr/Re 
decreases. The curve forming the interactive instability bound
ary forms very nearly a straight line from Re = 2000, 
Gr/Re = 60 to Re = 14,000 and Gr/Re = 33, near the intersec
tion with the shear instability curve. 

The interactive axial wave number initially increases from 
a = 2.02 at Re = 2000 to a = 2.25 at Re = 5000, as shown on 
Fig. 5. After this point, the wavenumber decreases to a = 2.08 

Journal of Heat Transfer AUGUST 1989, Vol. 111/687 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



THERMAL MODE 

INTERACTIVE MODE 

SHEAR MODE 

<s 

J I 1 1 l _ 

O.I 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

v — 
Fig. 7 Eigenfunctions of w: thermal mode—Re = 150, Gr/Re = 90.1, 
a = 2.55; Interactive mode—Re = 7000, Gr/Re = 47.4, a = 2.24; shear 
mode—Re = 7730, Gr/Re = 0, a = 2.03 

at Re = 14,000. The wave speed for the interactive instability 
decreases with increasing Re, as shown on Fig. 6, from a value 
of cr = 0.53 at Re = 2000 to cr = 0.39 at Re =14,000. At 
Re= 14,000, the shear disturbance wave speed is cr = 0.34 and 
the shear wave number is a= 1.69. Thus, in the region of in
tersection with the shear instability, the interactive disturbance 
can be identified from the shear disturbance by a larger wave 
speed and a shorter wavelength. 

Investigation of the curve for the thermal instability in Fig. 
4 shows that the critical Gr/Re is quite sensitive to Re. The 
value of Gr/Re decreases from 90 at Re =150 to 60 at 
Re = 2000. The disturbance wave speed cr also decreases 
significantly with increasing Re, as shown in Fig. 6. At 
Re = 150, the wave speed is 0.82, and at Re = 2000 this value 
has decreased to 0.53. Extrapolation of the wave speed versus 
Re curve in Fig. 6 shows that as Re goes to zero, the wave 
speed approaches the mean velocity, which in the case of 
Re = 0 corresponds to a stationary disturbance. This agrees 
with the result from the instability of natural convection in a 
slot (Vest and Arpaci, 1969). As the Reynolds number in
creases, the cells begin to drift with the mean flow, but the 
dimensionless velocity, the ratio of the absolute speed to that 
of the mean flow, decreases. As the mass flow rate increases, 
the structure of the secondary flow will be modified by 
nonlinear effects and it is expected that the eventual state will 
be that of vertical spirals (Yao, 1987a). The axial wave number 
a decreases from 2.55 at Re= 150 to 2.02 at Re = 2000. Thus, 
the thermal instability will occur at small Re and will be 
characterized in part by higher dimensionless wave speeds 
than those occurring with the interactive and shear 
instabilities. 

Insight into the shape of the disturbances in the radial direc
tion can be gained from investigation of the shape of the most 
unstable eigenvectors. These results are plotted for each mode 
in Fig. 7. The eigenfunction of the axial disturbance velocity 
for the thermal instability is plotted at Re= 150, Gr/Re = 90, 
and a = 2.55. Investigation of Fig. 7 reveals that the dis
turbance consists of a large rotating vortex with its streamlines 
concentrated near the inner, or heated, wall. Near the outer 
wall the flow is quite stagnant, but there may be a smaller 
vortex near this wall rotating in the opposite direction from 
the large vortex near the inner wall. The shear instability 
eigenvector is plotted at Re = 7728 and Gr/Re = 0. In this case, 
the disturbance is a single rotating vortex the shape of which is 

symmetric with respect to the center of the duct. The interac
tive instability is plotted at Re = 7000 and Gr/Re = 47.4. This 
disturbance also consists of a single vortex, but in this case, 
thermal effects have caused the streamlines to be concentrated 
near the warmer wall. 

5 Conclusion 

It has been demonstrated that the linear stability of mixed 
convection in an annulus with an aspect ratio of 100 ap
proaches that of a two-dimensional vertical slot, and the flow 
is unstable in regions of practical interest in an appropriate 
parameter space. Therefore, steady parallel mixed convection 
flows with reverse flow regions, predicted by some idealized 
numerical and analytical models, are unlikely to be observed 
experimentally, except possibly at extremely small Re. Heat 
transfer correlations developed from numerical techniques 
that fail to account for mixing caused by unsteady secondary 
flows induced by hydrodynamic instabilities are likely to 
underpredict the actual heat transfer rates. 

The marginal stability boundary is found to be formed by 
three types of instability. At low speeds, the thermal instability 
is dominant. At higher speeds and low heating, the flow 
becomes unstable to a shear instability. Between these cases is 
the interactive instability. The shear and interactive in
stabilities can be identified from each other in the regions in 
which they intersect by different disturbance wave speeds and 
axial wave numbers, with the shear instability disturbance be
ing characterized by a slower wave speed and a smaller axial 
wave number than that of the interactive instability. The in
tersection of the shear and interactive instabilities can be 
clearly identified since the curves continue past their point of 
intersection. The intersection of the thermal and interactive in
stabilities is not as easy to identify, however. The boundary 
between the thermal and interactive instabilities is determined 
by a change in the evolution, with increasing Re, of the dis
turbance wave speed and the axial wave number. The thermal 
instability disturbance will have a higher wave speed than that 
of the interactive instability, but the value of the axial wave 
number can not be used to distinguish between the 
instabilities. 

The most unstable azimuthal disturbance was not deter
mined accurately by this analysis. In the limit of either a two-
dimensional isothermal channel flow or a two-dimensional 
natural convection flow between vertical walls maintained at 
different temperatures, Squire's theorem predicts that the 
most unstable mode is two-dimensional. It might be expected 
that the most unstable mode for a mixed convection flow, 
which lies between these two limiting cases, will also be two-
dimensional. However, because of the presence of the Gr/Re 
term in the axial momentum equation, the derivation of a cor
responding result for mixed convection in a vertical duct can
not be achieved. 
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Prediction of Conjugate Heat 
Transfer in a Solid-Liquid System: 
Inclusion of Buoyancy and Surface 
Tension Forces in the Liquid 
Phase 
Numerical predictions have been obtained for steady-state conjugate heat transfer in 
an open rectangular cavity. For the geometry considered, fluid motion is driven by 
augmenting buoyancy and surface tension forces. Predictions of the steady-state 
solid volume fraction and various solid thicknesses were obtained for a high Prandtl 
number fluid characterized by various Rayleigh and Marangoni {Ma) numbers. 
Due to numerical difficulties associated with large surface tension effects, a limited 
range of Ma was investigated {Ma<250). The predictions show that surface tension 
induced flow can affect the solid geometry and, ultimately, freezing or melting rates. 
Specifically, the solid-liquid interface shape is altered, the steady-state solid volume 
fraction is decreased, and the solid thickness at the top surface is smaller, compared 
to the pure buoyancy-driven case. The dimensionless solid volume fraction and solid 
thicknesses are related to the governing dimensionless parameters of the problem. 
Finally, predictions are made for high Marangoni number flows (Ma>>250) to 
demonstrate the potential governing influence of surface tension effects in phase-
change systems. 

Introduction 
Natural convection is known to play an important role in 

the solid-liquid phase-change process (Viskanta, 1985). For 
example, casting and crystal growth applications are affected 
by the fluid motion induced by buoyancy forces in the melt. 
The fluid motion and heat transfer associated with natural 
convection affect freezing or melting rates, the solid-liquid in
terface shape (Sparrow et al., 1977), and, ultimately, the final 
solid properties such as its strength or elasticity (Zierep and 
Oertel, 1982). 

Many solid-liquid phase-change processes are characterized 
by systems with free liquid surfaces. If a temperature gradient 
exists along the free surface, thermal variations in the surface 
tension can induce a shear stress at the free surface and, in 
turn, drive fluid motion in the melt (Zebib et al., 1985); 
Schwabe et al., 1978). This thermocapillary or Marangoni 
convection can, in general, augment or oppose the buoyancy 
driven flow and significantly enhance or reduce local and 
overall heat transfer rates (Villers and Platten, 1985; Bergman 
and Ramadhyani, 1986). Since surface tension forces can af
fect heat transfer rates and since these rates, in turn, govern 
the solidification or melting process, it follows that combined 
surface tension-buoyancy flows will induce solidification or 
melting phenomena that are different from the pure 
buoyancy-driven case. An extreme example is that of welding, 
where surface tension forces dominate over buoyancy forces 
(Oreper and Szekely, 1984). The extreme cases of negligible 
surface tension or buoyancy effects will not be emphasized 
here; rather, the case of combined effects is of primary 
interest. 

Phenomena due to combined buoyancy and surface tension 
forces in the liquid phase were first considered by Stanek and 
Szekely (1970) who were interested in a process similar to the 
phase-change problem; erosion of a vertical slab subjected to 
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Convection, Thermocapillary Flows. 

convection in an adjacent fluid layer driven by solutal surface 
tension and buoyancy forces. Their numerical predictions 
showed that surface tension induced convection was responsi
ble for significant solid erosion near the free surface. Other 
applications have been identified that are characterized by 
combined surface tension-buoyancy driven flows within the 
melt (Hurle and Jakeman, 1984; McNiel et al., 1986; Kou, 
1987); however, the convection effect on the phase-change 
process was not investigated. To the authors' knowledge, the 
only work to specifically address the effect of combined 
buoyancy-surface tension flow and its influence on the 
solidification process has dealt with n-octadecane but did not 
systematically examine surface tension effects on the phase 
change process in a quantitative manner (Munakata and 
Tanasawa, 1986). 

It is interesting to note that the influence of surface tension 
on solid-liquid phase change has been largely ignored in the 
literature. For example, Webb and Viskanta (1985) have 
discussed the difficulties that occur when attempting to cor
relate liquid volume fractions with dimensionless convection 
parameters, which exclude surface tension effects. Perhaps the 
inclusion of appropriate surface tension related parameters 
would lead to more successful collapse of the data. 

Since little systematic work has been done to investigate 
combined buoyancy-surface tension flow and its impact on 
solid-liquid phase change, the present study was conducted. 
As a first step, consideration is given to a steady-state solid-
liquid system in order to focus attention on the influence of 
surface tension forces on the heat transfer at a solid-liquid in
terface. Although the transient problem is, of course, more 
relevant, the influence of surface tension is clouded by the in
troduction of additional dimensionless parameters, such as the 
Stefan number and subcooling parameter, which also govern 
the system response. 

The system considered here is a partial solid-liquid material 
contained in a rectangular enclosure. The case of augmenting 
buoyancy and surface tension forces will be examined since 
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Fig. 1 Schematic of the physical and coordinate systems 

opposing surface tension and buoyancy forces occur almost 
exclusively in binary fluids (Jasper, 1972), which would re
quire a transient analysis (since solidification is history depen
dent in binary systems) and the possible inclusion of a two-
phase mushy zone. 

Analysis 

As a first step in understanding the effect of liquid surface 
tension and buoyancy forces on phase change processes, a 
simple system, shown in Fig. 1, is considered. A solid and liq
uid of the same material are contained in a two-dimensional 
rectangular enclosure of height H and length L. The left and 
right walls are maintained at temperatures Tc and Th, respec
tively. Here, Tc is below the fusion temperature Tf, and Th is 
above the fusion temperature. The free surface (y = H) and the 
bottom boundary (y = 0) are adiabatic. With the prescribed 
boundary conditions, the thermally induced variation of sur

face tension along the free surface and buoyancy forces within 
the liquid will induce fluid motion. Variations in the local heat 
transfer rates at the solid-liquid interface will lead to varia
tions in the thickness of the solid material. 

In order to simplify the analysis, certain assumptions, con
sistent with recent numerical analyses of combined surface 
tension-buoyancy driven flow (Villers and Platten, 1985; 
Bergman and Ramadhyani, 1986), and phase-change pro
cesses (Benard et al., 1986) have been made. For the melt, the 
free surface is assumed to be flat and nondeformable. The 
Boussinesq approximations are employed in treating the ther
mal density variations, surface tension is assumed to vary 
lineraly with temperature, and the densities of the solid and 
liquid phases are identical. The flow is assumed to be steady 
and laminar and viscous dissipation is neglected. 

With these assumptions, the governing equations for the 
fluid are: 

Continuity: 

x Momentum: 

du dv 
- + -dx dy 

(1) 

-(puu) + --(Puv)=^—) 

«r)-
dp 

~dx~ dy V dy 

y Momentum: 

d , x d , s d / dv\ d / dv\ 

(2) 

dx 
8P 

~~dy 
- + gfip{T-TKt) (3) 

Energy: 

d , ^ d 
—-(puT) + — , 
dx dy 
-i-(puT) + -^-(pvT) = -f- (—i- ——) 

\ c „ i dx / 

d / ki 37* 

•P. i d x • 

Vc„ , dx ) dy \c. 
(4) 

•P. i 

Nomenclature 

A = aspect ratio = H/L 
Bo = Bond 

number = g/3pLz/(da/dT) 
specific heat 
gravitational acceleration 
height 
liquid heat transfer 
coefficient = q"/(Th-Tf) 
thermal conductivity 
conductivity ratio = ks/k{ 

solid thickness 
cavity length 
normalized solid 
thickness = {l/L)/(l/L)cs 

Ma = Marangoni 
number = (d<j/dT)ATL/na 
average Nusselt 
number = hL/k 

CP = 
S 

H 
h 

k 
k* 

I 
L 

L* 

Nu 

Q" = 
Ra = 

T = 
u = 
V = 

V = 
V* = 

x = 
y = 
a = 

P 
Pr 

pressure 
Prandtl number = v/cc /* = 

wall heat flux 
Rayleigh 
number = gfiATL3/va 
temperature 
horizontal velocity 
vertical velocity 
volume fraction 
normalized volume 
fraction =V/VCS 

horizontal direction 
vertical direction 
thermal diffusivity 
thermal expansion coefficient 
dimensionless liquid 
temperature = (T- Tf)/(Th -
Tf) 
dimensionless cavity 
temperature = ( 7 ) - Tc)/{Th -
Te) 
dynamic viscosity 

V = 

p = 
a = 
* = 

kinematic viscosity 
density 
surface tension 
stream function 

Subscripts 

b = 
c = 

cs = 
dif = 

/ = 
ft = 
I = 

max = 
ref = 

s = 
T = 

bottom 
cold wall 
conduction solution 
diffusion methodology 
solution 
fusion temperature 
hot wall 
liquid 
maximum 
reference 
solid 
top 
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For the solid: 

l i e ' 
d 

dy 

dT-f ks dT\ | d / ks dT\ = 0 (5) 

The hydrodynamic boundary conditions include the no-slip 
requirement at the hot wall, cold wall, and the cavity bottom. 
The free surface hydrodynamic boundary conditions are 

V--
du 

~dy~ 

da 3T 
y=H dT 

>y = H 

dx 

= 0 

y=H 
(6) 

(7) 

The shear stress on the left-hand side of equation (6) is 
responsible for the surface tension convection and occurs 
whenever the surface tension of the liquid phase varies with 
the liquid temperature. 

The thermal boundary conditions are 

T=TC\X=0 T=Th\x=L (8) 

and 

dT - 0 
dy y = 0,y = H 

As will become evident, the solution techniques used in the 
analysis do not require implementation of coupling conditions 
at the solid-liquid interface. 

If the governing equations and boundary conditions are 
normalized with appropriate scaling factors, the following 
dimensionless parameters are found to govern system 
behavior: 

Rayleigh number Ra = gPATLi/(v a) (9) 

Prandtl number Pr = p/a (10) 

Marangoni number Ma = 
( • # • ) — 

Cavity aspect ratio A = H/L 

Conductivity ratio k* = ks/kx 

(11) 

(12) 

(13) 

where AT= Th - Tf. The dynamic Bond number, which is the 
ratio of buoyancy forces to surface tension forces in the melt, 
is useful to consider when examining the predictions and is 
defined as 

Bo = ReL/M& = pg(3L2/(d<j/dT) (14) 

Relatively large Bond numbers indicate buoyancy-dominated 
flow, while smaller Bond numbers suggest surface tension 
dominated conditions. 

It is noted that the dimensionless parameters of the problem 
are based on the cavity length L, whereas a more relevant 
length scale might be the average liquid layer thickness. Selec
tion of L as the characteristic length is necessary since the liq
uid layer thickness is not known a priori. In addition, most 
relevant studies of phase change are concerned with the tran
sient system response. By considering the steady-state prob
lem, three dimensionless parameters, the Fourier number, the 
Stefan number, and the subcooling parameter, are no longer 
relevant to the problem. With the elimination of these 
parameters, attention can be focused on the interaction of sur
face tension and buoyancy forces on the conjugate heat 
transfer in the system. This approach is taken here. 

Solution Technique 

Solution of the governing equations was obtained 
numerically by employing the control volume based discretiza
tion technique and the SIMPLER algorithm (Patankar, 1980). 
A composite grid, shown in Fig. 1, with fixed, equally spaced 

control volumes in each quadrant, was used to resolve the im
portant details of the flow and predict the interface shape and 
location. 

In order to predict the solid-liquid interface location as well 
as the heat conduction in the solid, the governing equations of 
mass, momentum, and energy are applied to the entire calcula
tion domain. Since the velocities in the solid are zero, the con
servation of energy equation (4) reduces to the heat equation 
(5). To achieve this simplification numerically, the dynamic 
viscosity ix is set to a very large value in the solid region. 

The initial guess for the temperature distribution in the do
main is the conduction solution. Control volume properties 
are evaluated and assigned by assuming the individual control 
volumes are either solid or liquid, depending on the control 
volume temperature. Upon solution of the equations, a new 
temperature distribution is predicted, the control volume 
properties are reassigned, and the governing equations are 
resolved. The procedure of control volume property reassign
ment and subsequent solution of the governing equations is 
repeated until the interface location is fixed and the heat 
transfer rates at the cold and hot walls agree to within 2 per
cent. The solid thickness at any y location is ultimately deter
mined by locating Tj with a linear interpolation scheme. 

The modified orthogonal grid provides fine node spacing 
near the solid-liquid interface to resolve the shape and loca
tion of the interface. Although employment of a gradually 
varying grid size adjacent to the solid-liquid interface may 
provide increased resolution of the details of the flow, this 
scheme was not employed since the interface location is not 
know a priori. Cartesian grids are commonly used in con
jugate heat transfer problems with nonorthogonal boundaries 
(Patankar, 1980) and it is noted that Cartesian grids are 
employed in enthalpy-based phase change simulations (Ben-
non and Incropera, 1987). While the orthogonal grid does not 
align with the position of the interface, the model gives 
reasonable results if the grid is made acceptably fine and, as 
will become evident, the results are nearly grid independent. In 
far-field regions away from the solid-liquid interface, a more 
coarse grid (characteristic dimensions of the course grids are 
twice those of the fine grids) is used. 

The numerical limitations associated with the use of the 
Cartesian grid are perhaps overshadowed by a serious 
numerical difficulty, which occurs when surface tension ef
fects are considered in any convective heat transfer problem. 
A numerical singularity occurs at the cold wall boundary (i.e., 
the free surface-solid-liquid intersection, Zehr et al., 1987), 
which requires an even finer grid spacing at this location than 
is normally demanded due to considerations associated with 
grid alignment at the solid-liquid interface. Specifically, care 
must be taken to ensure that maximum horizontal surface 
velocities do not occur in the computational grid adjacent to 
the solid-liquid interface. Even with the grid packing scheme 
described here, a maximum Ma of 250 was determined to be 
allowable by way of a grid dependence study. A detailed 
description of the surface tension related difficulty is in the 
Appendix. 

Due to the numerical approximations and difficulties 
associated with the problem, the model was validated to insure 
proper interpretation of the predicted results. The buoyancy-
induced convective portion of the model was verified by com
paring the predicted heat transfer across a square, air-filled 
cavity with heated endwalls to a benchmark numerical solu
tion (de Vahl Davis, 1983). Average Nusselt numbers 
predicted by the model were within 2 percent of the bench
mark values for Ra< 105. The surface tension convective por
tion of the model was verified by comparing predictions with 
those reported by Zebib et al. (1985). Predicted average 
Nusselt numbers were in agreement within 2 percent for 
Ma< 104. The solid-liquid model predictions were compared 
with the steady-state conduction solution. Various conductivi-
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Fig. 2 Predicted streamlines (left) and isotherms (right) for A = 1.0, 
Pr = 100. 0* = O.2 for (a) Ra = 0, Ma = 250, (b) Ra = 104, Ma = 0, and (c) 
Ra = 104, Ma = 250 

ty ratios and temperature differences were considered and the 
predicted volume fractions were within 1 percent of the 
analytical solutions. An adequately small grid size was deter
mined by simulating conditions for an extreme case, Ma = 250 
and Ra = 0. Local and overall quantities, consisting of the 
solid thickness at y = H, solid thickness at y = 0, solid volume 
fraction, fluid velocities, and overall Nusselt number were ex
amined to determine the grid dependence of the solution. 
Simulations were made using 32 x 32, 42 x 42 and 52 x 52 grid 
networks. A 32 x 32 grid was found to be sufficient to predict 
the overall quantities; however, a 42x42 grid is required to 
predict local quantities within an acceptable accuracy. For ex
ample, a 15 percent difference in the solid thickness at y = H 
was noted when the 32x32 results were compared with the 
52x52 results, while a 2 percent difference in this quantity 
was noted between the 42x42 and the 52x52 results. 
Although a 20 percent decrease in the control volume size 
(from the 42 x 42 to the 52 X 52 grid) may not be sufficient to 
guarantee a grid-independent solution, a further decrease in 
the control volume size was deemed prohibitively expensive in 
light of the number of simulations that were to be performed. 

Results 
To provide an initial understanding of how surface tension 

and buoyancy forces may affect fluid motion in the melt and, 
ultimately, the phase change process, simulations were per
formed using a high Pr fluid (Pr= 100). Low Prandtl number 
melts were not considered extensively since excessive, yet 
realistic, Ma values are required to overshadow the relative 
dominance of conduction in the liquid. Although phenomena 
associated with liquid metals cannot be quantitatively 
predicted here, several results are reported, but care must be 
taken in their interpretation. 

For the numerical predictions associated with the Pr= 100 
results, the conductivity ratio k* is unity. Simulations were 
made for 0<Ma<250 and 0<Ra<104 with cavity aspect 
ratios of 1.0 and 0.5. A dimensionless temperature, describing 
the relationship between the fusion temperature and the cavity 
wall temperatures, is defined as 

6* = (Tf-Tc)/(Th-Tc) (15) 
and is held at 0.2 to insure a relatively large liquid fraction 
and, in turn, placement of the solid-liquid interface inside the 
fine grid region of the calculation domain. 

The figures illustrate the predicted steady-state streamline 
and isotherm distributions in the liquid phase. The dimen
sionless streamfunction is determined from the equations 

1 f* 
*x,>=o = *x=o,,=o vdx (16) 

%., = %, y-o+ udy (17) 
V Jy = 0 

with ^x=0, >=0 taken to be zero. The dimensionless liquid 
temperature distribution is shown and is defined as 

d = (T-Tf)/(Th-Tf) (18) 
with 0 = 0 corresponding to the solid-liquid interface. 

Predicted System Behavior. Figure 2 includes predicted 
streamlines, liquid isotherms, and the solid-liquid interface 
position for the extreme Ra and Ma and A = 1.0. Figure 2(a), 
which corresponds to the case of Ra = 0 and Ma = 250, shows 
the counterclockwise melt convection resulting from surface 
tension forces at the liquid free surface. The surface tension 
induced stress at y/H= 1 pulls liquid from the hot enclosure 
wall to the cool solid-liquid interface. Due to the fluid mo
tion, warm temperatures are advected to the solid-liquid inter
face near y/H= 1. As a result, local heat transfer rates along 
the solid-liquid interface are maximized near the free surface 
and the thickness of the solid is minimized at y/H= 1. This 
phenomenon can lead to a significant decrease in the solid 
thickness at y/H= 1 (notching) and will be discussed in more 
detail later. 

Since buoyancy forces are not included in the results of Fig. 
2(a), fluid motion is relatively slow in the lower half of the 
enclosure and the center of rotation is at y/H=0.S0. Since 
convective effects are most prevalent near the free surface, the 
solid thickness near y/H=0 is the same as the conduction 
solution and is located at */L = 0.2. 

As buoyancy forces are included in the analysis and surface 
tension effects are ignored (Ra = 104, Ma = 0; Fig. 2b), convec
tive motion occurs throughout the melt. Due to the absence of 
shear at the free surface, the center of rotation is slightly 
above y/H= 0.5. Local heat transfer at the solid-liquid inter
face is again maximized at y/H= 1, but the solid thickness is 
decreased everywhere except near the bottom of the enclosure, 
where a slight increase in its thickness is evident, corre
sponding to local heat transfer rates slightly less than that 
which would occur for the conduction solution. 

Predicted system behavior when both surface tension and 
buoyancy forces are considered (Ra= 104, Ma = 250, Bo = 40) 
is shown in Fig. 2(c). As expected, the predicted results in
dicate increased system velocities relative to those in Fig. 2(b) 
(*max = 61-6 m Fig- 2 c while ¥max = 52.7 in Fig. 2b) and the 
center of rotation is between those of Figs. 2(a) and 2(b). 
Although the overall heat transfer across the cavity increases 
(Nu = 8.05 and 8.29 for Figs. 2(b and 2c, respectively) 
it is interesting to note that the solid thickness at y/H=0 is 
greater when surface tension is included in the analysis. 
This observation is consistent with results predicted for com
bined buoyancy-surface tension flow in enclosures with dif
ferentially heated side walls in the absence of phase change, 
which show reduced local Nusselt numbers at the lower por
tions of the cold vertical surface (Bergman and Ramadhyani, 
1986). 

From the results shown in Fig. 2, it is evident that surface 
tension and buoyancy forces can interact to vary the steady-
state solid fraction and the local solid thickness within the 
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Fig. 3 Predicted normalized (a) volume fractions and (b) solid 
thicknesses for the simulations of Fig. 2 

system. Figure 3 presents predicted solid volume fractions 
(Fig. 3a) and local solid thicknesses at y/H= 0 and y/H= 1 for 
various Ma and Ra for A = 1.0 and Pr = 100. Again, the results 
are restricted to 6* = 0.2 and the quantities are normalized by 
the conduction solution volume fraction and solid thicknesses. 

Figure 3(a) reveals that, for the ranges of parameters con
sidered here, the normalized solid fraction is nearly indepen
dent of surface tension effects. Indeed, as Ra (Bo) is in
creased, surface tension forces can, for most cases, be ig
nored. A slight dependence on Ma is evident for the smallest 
Ra and can be explained in terms of increased Nu as the free 
surface shear stress, induced by Marangoni phenomena, is in
cluded in the analysis. 

Although the solid fraction is nearly independent of surface 
tension effects, local solid thicknesses vary considerably with 
Ma. Figure 3(b) includes the normalized solid thickness at 
y/H= 1, L*T> and at y/H= 0, L%. It is evident that L*T and L% 
vary as surface tension is included in the analysis. Specifically, 
a 35 percent decrease in L*T occurs at Ra=104 and 
Ma = 250(Bo = 40) while, at higher Bond numbers, surface 
tension forces become less influential on system behavior, as 
expected. 

Since the overall solid fraction is nearly independent of sur
face tension considerations and L? decreases with Ma, it is 
seen that the increase in solid thickness at y/H=Q, noted in 
Fig. 2(c), is not an anomaly but is typical of systems of this 
nature. Inspection of Fig. 3(b) shows this effect, with L% in
creasing with increased surface tension forces for all of the 
results associated with A = 1.0. 

The results for A = 1.0 show that surface tension forces may 
or may not be deemed important, but their influence is more 
pronounced if local, rather than global, phenomena are of in-

\ \ V c \ v 

0.9 

I 
0.9 

0.9 

1 
x/L 

Fig. 4 Predicted streamlines (left) and isotherms (right) for A = 0.5, 
Pr = 100. 0* = 0.2 for (a) Ra = 0, Ma = 250, (b) Ra = 104, Ma = 0, and (c) 
Ra = 104, Ma = 250 

terest. Since surface tension effects are most prevalent at large 
y/H it is probable that these effects will be amplified for 
enclosures characterized by a smaller aspect ratio (Kir-
dyashkin, 1984). 

Figure 4 presents streamlines, liquid isotherms, and solid-
liquid interfaces for conditions identical to those of Fig. 2, ex
cept the cavity aspect ratio is reduced to A =0.5. 

The results of Fig. 4 exhibit phenomena that are similar to 
that noted in Fig. 2. That is, surface tension forces augment 
the convection induced by buoyancy effects, resulting in in
creased fluid velocities near the free surface and a slightly 
elevated center of fluid rotation. Differences in the results of 
Figs. 2 and 4 exist, however, and are attributed to the relative 
strength of the surface tension flow throughout the enclosure. 
Most notably, inspection of Fig. 4 indicates that Lf- and L% are 
all decreased as surface tension forces are included in the 
analysis. 

Figure 5(a) shows the normalized solid fraction for condi
tions bounded by the results of Fig. 4. In contrast to the results 
of Fig. 3(a), the normalized solid fraction decreases as Ma is 
increased for all Ra considered here. This result is expected, 
since surface tension effects propagate more readily to small 
y/H for reduced A. Although enhanced heat transfer and, in 
turn, thinner solids occur near the free surface (Fig. 4b), 
decreased heat transfer rates and thicker solids do not occur at 
y/H=0 as were noted in the results for A = 1.0. As such, in
clusion of surface tension forces in the analysis of solidifica
tion or melting will, in general, have different effects on the 
local phase change rates, depending on the geometry being 
considered. 

Comparison of the Model to an Existing Method
ology. The results reported so far show that surface tension 
forces in the liquid phase can affect heat transfer rates at 
the solid-liquid interface and, in turn, the local solid thickness. 
These effects are most pronounced at the free surface, 
y/H= 1. In general, therefore, surface tension effects should 
be included in conjugate systems characterized by small 
dynamic Bond numbers. Combined surface tension-buoyancy 
induced convection and its effect on the solid-liquid interface 
morphology has been considered previously and differences 
between the present analysis and that of the original work by 
Stanek and Szekely (1970) will now be discussed. 

In their analysis, Stanek and Szekely predict the solid-liquid 
interface location by analyzing the surface tension-buoyancy 
induced flow in a rectangular cavity characterized by dimen
sions that are approximately the same as the liquid volume in 
the conjugate system. Local heat transfer rates are evaluated 
along the cold wall of the rectangular enclosure and are 
presumed to be similar to those that occur along the solid-liq-
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Fig. 5 Predicted normalized (a) volume fractions and (b) solid 
thicknesses for the simulations of Fig. 4 

uid interface in the multiphase system. The interface location 
is determined by equating the horizontal diffusive heat 
transfer through the solid to the local cold wall heat transfer 
obtained for the rectangular cavity (Szekely and Chhabra, 
1970). Due to the very large local Nu at y/H= 1 in the cavity 
(Bergman and Ramadhyani, 1986) the predicted notching is 
severe. 

Use of the "diffusion" methodology does not account for 
the effect of the notch on the hydrodynamics of the liquid 
layer or the two-dimensional heat transfer in the solid. In 
reality, the long, thin notches that are predicted by the diffu
sion method serve to increase viscous forces in the melt, slow 
the flow at the interface, and decrease the horizontal heat 
transfer aty/H= 1. Two-dimensional heat transfer in the solid 
also decreases the horizontal heat transfer due to the presence 
of Tf below the liquid in the notch. Hence, although potential
ly important, events attributed to surface tension phenomena 
will be overestimated if the effect of the solid-liquid interface 
curvature is neglected. 

To demonstrate this notion, the solid-liquid interface loca
tion was predicted using the diffusion method for the range of 
parameters associated with the results of Figs. 3 and 5. To pro
vide a meaningful comparison between the results of the two 
methodologies, an iterative procedure was used so that, for a 
given cavity height and applied thermal boundary conditions, 
the predicted liquid volume after locating the interface by the 
diffusion method is identical to the predicted liquid volume of 
the present analysis. 

Figure 6 shows the dimensionless solid-liquid interface loca
tions predicted for the extreme Ra and Ma considered so far, 
for ,4 = 1 and 0.5. 
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Fig. 6 Comparison of the predicted interface morphologies due to the 
diffusion method and the present model. The results are for A = 1 (left 
panel) and A = 0.5 (right panel), (a) Ra = 0, Ma = 250, (b) Ra = 104, Ma = 0, 
(c)Ra = 104, Ma = 250. 

Figure 6(a), associated with Ma = 250 and Ra = 0, shows 
that the diffusion method overpredicts notching and can 
predict physically unrealistic interface morphologies. The 
solid bulge at Y/H*= 0.5 is an artifact of bottom corner recir
culations in the rectangular cavity, resulting in minimum local 
Nu halfway up the cold wall (Bergman and Ramadhyani, 
1986) as well as enforcement of solid volume fraction conser
vation. It is also noted that the interface slope at y = H, 
predicted by the diffusion method, is not consistent with the 
adiabatic top boundary condition. 

Results for buoyancy-dominated conditions are shown in 
Fig. 6(b). Although significant errors occur in the predicted 
local solid thickness when using the diffusion method, the 
resulting interface shapes are physically plausible. 

Predictions for Ra = 104, Ma = 250, Bo = 40 are presented in 
Fig. 6(c). For both aspect ratios, the solid thickness at y/H = 1 
is significantly less than shown in Fig. 6(6). By chance, the 
predicted interface locations resulting from the two methods 
agree quite well for A = 1, with notching slightly overpredicted 
by the diffusion method. In contrast, the degree of agreement 
in the predicted interface location for A = 0.5 is similar to that 
in Fig. 6(6). Again, the solid thickness at the free surface is 
substantially reduced due to the inclusion of surface tension in 
the analysis. 

Comparisons of the predicted solid-liquid interface posi
tions due to the two solution methods are summarized in Figs. 
7 and 8 for^l = 1 and 0.5, respectively. These figures relate the 
ratio of the normalized solid thickness predicted by the diffu
sion method, Z,Jf, to the normalized solid thickness associated 
with Figs. 3(b) and 5(b), L*. Results are included for the top 
and bottom of the solid. 

For A = 1 (Fig. 7), significant overprediction of notching 
results when the diffusion method is incorporated. However, 
as buoyancy forces become larger, the notching error becomes 
independent of Ma, as expected. As discussed in relation to 
Fig. 6, errors in the predicted bottom solid thickness decrease 
as Ma increases. For A =0.5 (Fig. 8), surface tension induced 
notching errors remain important for all Ra considered here 
since surface tension forces are more robust in the smaller 
aspect ratio cavity. The response of surface tension convection 
effects to variations in the cavity aspect ratio leads to signifi-
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Table 1 Thermophysical properties of n-octadecane and 
aluminum 

Fig. 7 Relative error in the solid thickness at ylH = 0 and y/H = 1 for 
A = 1 

100 150 200 250 
Ma 

Fig. 8 Relative error in the solid thickness at ylH = 0 and ylH = 1 for 
4 = 0.5 

cant errors attributable to the diffusion method along the en
tire solid-liquid interface. 

Predictions of High Ma Flows. As emphasized in previous 
discussions, the model is quantitatively restricted to low-Ma 
simulations due to the numerical singularity at the free sur
face-solid-liquid interface intersection. Despite this restric
tion, the model was used qualitatively to illustrate the poten
tially severe impact of surface tension effects in solid-liquid 
phase-change systems. The results of Figs. 9 and 10 show the 
predicted results for two common phase change materials, n-
octadecane and aluminum. These materials were selected to 
consider a common, relatively high Pr phase change material 
(«-octadecane; Pr = 55.9) and to investigate a relevant low Pr 
fluid (aluminum; Pr = 0.015). An aspect ratio of 0.5 was used 
in the simulations and the thermophysical properties of the 
materials are shown in Table 1. 

Figure 9 shows streamlines, liquid isotherms, and the 
solid-liquid interface for n-octadecane. The dimensional 

p 

CP,\ 
ks 
ki 
M 
(3 
8a/dT 

rc-Octadecane 

300.65 K 
776.5 kg/m3 

2150 J/kg-K 
2180 J/kg-K 
0.358 W/m-K 
0.152 W/m-K 
3 .9x l0 _ 3 kg /m-s 
8 . 5 x l 0 - 4 K r ' 
0.835 x l O - 4 N / m . K 

Aluminum 

933.52 K 
2542.5 kg/m3 

1076 J/kg-K 
1080 J/kg-K 
238.0 W/m-K 
94.03 W/m-K 
1.3xl0~3kg/m-s 
1 . 2 x l 0 - 4 K - ' 
- 0 . 3 5 x l O - 3 N / m - K 

Note: All property data are from Bennon and Incropera (1987) ex
cept ba/dT for n-octadecane (Vargaftik, 1975) and aluminum 
(Smithells, 1983). 
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Fig. 9 Predicted streamlines (left) and isotherms (right) for n-
octadecane at relatively large Ma: (a) with surface tension forces only; 
(b) with buoyancy forces only; (c) with simultaneous surface tension and 
buoyancy forces 

parameters associated with the simulation are L = 12.5 mm, 
H=6.25 mm, Th = 304.65 K, and Tc = 299.65 K. The dimen-
sionless parameters describing the system are Pr = 55.9, 
.4 = 0.5, Ra=1.45xl05 , Ma=1.19xl04 , Bo = 12.1, and 
0* = O.2. The predicted flow characteristics are remarkably 
similar to those reported for a similar range of dimensionless 
parameters by Zebib et al. (1985). Note that Ma is large com
pared to the acceptable values described in the Appendix. 

The results of Fig. 9 show that surface tension forces can 
profoundly influence phase change in typical test fluids when 
a free surface is present. The solid-liquid interface shape that 
is predicted to occur when both buoyancy and surface tension 
forces are included in the analysis (Fig. 9c) bears little 
resemblance to the interface shapes in either Fig. 9(a) or 9(b). 
The solid is very thin at y/H= 1 as isotherm compaction in the 
melt, resulting from surface tension phenomena, notches the 
solid layer. The solid-liquid interface exhibits an inflection 
near y/H=0.5, which is presumably due to the superposition 
of the convex and concave interfaces associated with the pure 
surface tension (Fig. 9a) and pure buoyancy (Fig. 9b) results. 
Both of these interface characteristics, notching and inflec
tion, are evident in experimental phase-change studies involv
ing n-octadecane with free liquid surfaces as seen in Ho and 
Viskanta (1984). Normalized solid fractions and top and bot
tom solid thicknesses are V* =0.409, 0.329, 0.315, L|- = 0.040, 
0.153, 0.038, and L*b = 0.709, 0.570, 0.568 for the results of 
Figs. 9{a, b, and c), respectively. 

Figure 10 shows the predictions for aluminum in an 
enclosure with L=12.5 mm, #=6.25 mm, 7^ = 1033.52 K, 
and rc = 908.52 K. The dimensionless parameters describing 
the system are Pr = 0.015, .4 = 0.5, Ma = 9 .8x l0 3 , 
Ra=1.3xl04 , Bo= 1.34, and 0* = 0.2. 
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Fig. 10 Predicted streamlines (left) and isotherms (right) for aluminum 
at relatively large Ma: (a) with surface tension forces only, 
*max = 3.16 x 105; (b) with buoyancy forces only, ¥ m a x =2.26 x 106; (c) 
with simultaneous surface tension and buoyancy forces, 
*max = 3-54x105 

Figure 10(a) shows the notching phenomenon due to surface 
tension effects. In Fig. 10(6), where only buoyancy forces are 
included, the solid-liquid interface is relatively vertical and 
conduction dominates the heat transfer process. For combined 
surface tension and buoyancy forces, notching is again 
prevalent and multicellular convection, typical of low-Pr liq
uids, occurs. As in simulations reported for metal welding 
(Oreper and Szekely, 1984), the combined flow is dominated 
by surface tension effects and buoyancy forces are relatively 
unimportant in the analysis. Hence, the solid-liquid interface 
position is not much different from that of Fig. 10(a). The 
normalized solid fractions and top and bottom solid 
thicknesses are V* =0.865, 0.906, 0.821, L£ = 0.646, 0.800, 
0.557, and L*b= 0.948, 1.012, 1.007 for the results of Figs. 
10(a) through 10(c), respectively. 

It should be noted that, although notching at y/H= 1 is evi
dent for the simulations involving «-octadecane and 
aluminum, the severity of the effect is less than would be 
predicted by the diffusion methodology. 

Conclusions and Summary 

A numerical model has been developed that predicts the 
steady-state convection in a two-phase solid-liquid system in
cluding the effects of Marangoni and buoyancy-induced con
vection in the liquid phase. The model is limited in its applica
tion due to a singularity at the solid-liquid interface-free sur
face intersection. However, several conclusions may be drawn 
from the study. 

Surface tension flow may cause local and overall variations 
in the heat transfer processes relevant to solid-liquid phase-
change systems. The influence of surface tension effects is 
most important at the free surface where increased local heat 
transfer occurs and, in turn, decreased solid thickness exist. 
Depending on the aspect ratio of the system, the inclusion of 
surface tension effects in the analysis can lead to increased or 
decreased solid thickness at small y/H. If decreased local heat 
transfer occurs at small y/H, increases in the solid thickness at 
this location can offset decreases in the solid thickness at the 
free surface, resulting in little change in the total solid frac
tion. Surface tension induced phenomena cannot be accurate
ly predicted if the influences of the solid-liquid interface cur
vature on the melt hydrodynamics and solid heat transfer are 
ignored. 

Most relevant systems of interest are characterized by Ma 
and Bo outside of the range of quantitative applicability of the 
model. However, when the model is deliberately applied to 
these systems, surface tension effects begin to dominate the 
response of the system. Anomalies in solid-liquid interface 

shapes observed during experimental solidification and 
melting studies are predicted when surface tension and 
buoyancy forces are both included in the model. When applied 
to liquid metals, it is clear that surface tension forces can 
dominate buoyancy forces, and systems that are analyzed with 
conduction-based methodologies will underestimate convec
tion effects attributable to surface tension phenomena. 

It is important to discuss the relationship between the 
steady-state results of this study with solidification or melting 
processes that are transient in nature. Typically, transient 
solidification or melting analyses utilize quasi-steady models 
for the fluid flow and convection transport in the system 
(Sparrow et al., 1977). Hence the predictions included here 
would be relevant to an actual solid-liquid phase-change 
problem at a given time during solidification or melting. 
However, it must be noted that, as with the buoyancy flow 
parameters, the relevant length scale associated with 
Marangoni flow (the melt free surface length) steadily 
decreases (increases) with time during solidification (melting). 
Since the relevant Bond number is proportional to the square 
of the length of the free surface, inclusion of surface tension in 
the analysis of solidification, for example, may be unnecessary 
at early times but crucial at later times when free surface 
lengths are small. Finally, the simulations associated with n-
octadecane and aluminum multiphase systems demonstrate 
the need for the development of computational methodologies 
capable of resolving the numerical difficulties associated with 
surface tension-induced flow in enclosures. 
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A P P E N D I X 

Zehr et al. (1987) report that a numerical singularity occurs 
when Marangoni flows occur at a horizontal free surface that 
is adjacent to a vertical surface. Due to the Marangoni bound
ary condition, equation (6), and isotherm compaction at the 
cold wall, the location of the maximum horizontal free surface 
velocity tends to be near the cold wall. If a coarse grid is used, 
the maximum velocity will be at the control surface of the con
trol volume adjacent to the fixed cold wall, which is, of 
course, characterized by u = 0. This sharp jump in velocities 
over one control volume width adversely affects the predicted 
hydrodynamics and heat transfer at the cold wall in the region 
near the free surface (Zehr et al., 1987). It is especially impor
tant in phase-change processes to predict local heat transfer 
rates accurately here, since local heat transfer rates determine 
the system behavior. 

In order to minimize the numerical error associated with the 
singularity, an adequate number of control volumes must be 
placed between the location of the maximum surface velocity 
and the cold wall. In general, this procedure demands that a 
very fine grid be used to predict realistic surface tension flows 
(for example, a 51x51 uniform grid is inadequate for 
Ma = 3000 according to Zehr et al., 1987). 

To estimate the grid size required to overcome effects 
associated with the singularity, the location of the maximum 
velocity must first be approximated. Figure 11, reduced from 
data presented by Zehr et al. (1987), shows the normalized 
location of the maximum free-surface velocity for 
102<Ma< 104, A = 1, and Pr= 1. A least-squares curve fit of 
the relationship yields Lmax/L= 14.8 Ma-0-852. 

In this study, approximately four control volumes were 
placed between the Lmax/L location and the solid-liquid inter
face. The grid size determined by this procedure yields grid-
independent results for Ma < 250. 
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A Heat Transfer Analysis for 
Solidification of Slabs, Cylinders, 
and Spheres 
The method of strained coordinates is applied to the inward solidification problem. 
Constant thermal properties are assumed throughout the analysis for the liquid, 
which is initially at the fusion temperature. A unified approach is adopted that 
allows the simultaneous treatment of the problem in plane, cylindrical, and spherical 
geometries for three different types of boundary condition. A general recurrence 
formula is derived for the determination of the series solutions up to any desired 
order of the Stefan number. A comparison is made with numerical and regular per
turbation solutions in the plane case to illustrate the usefulness and the validity of 
the method. 

Introduction 

Recently, there has been a growing interest in the heat 
transfer analysis of phase change problems (Sparrow and 
Chuck, 1984; Benard et al., 1986; Toda et al., 1986). 
Solidification is of practical interest in such diverse areas as 
refrigeration, electrochemistry, metal casting and welding, 
etc. Studies in this field are based on various mathematical as 
well as physical approximations, which need to be continuous
ly improved. Difficulties are due to the fact that real problems 
usually involve both conduction and convection, taking place 
separately in their respective domains whose interface is mov
ing and of unknown form. As these problems are governed by 
nonlinear differential equations, they are usually solved 
numerically. The solidification process is then treated in a 
quasi-static manner, i.e., during a short time step, the 
temperature field in each phase is solved with a fixed interface. 
The amount of heat transferred across the interface during 
this time interval is then used to determine the progression of 
the solidification front. Variations on this theme were con
tinuously proposed to improve the accuracy of the results ac
cording to the type of boundary conditions and geometry 
considered. 

Although numerical solutions seem quite convenient, their 
accuracy is often difficult to assess, and the results are less 
enlightening and systematic than those obtained from an 
analytical approach. Exact closed-form solutions are, 
however, not available, except in the simplest case of a semi-
infinite medium with a fixed temperature imposed at the 
boundary (Carslaw and Jaeger, 1959). Approximate analytical 
solutions are still possible for other problems using perturba
tion methods. These solutions fall into two main categories. 
There are first the so-called small time solutions for arbitrary 
Stefan number e, which are only valid at the beginning of 
solidification. Then, there are solutions for the complete pro
cess, which are only valid for a limited range of e values. Leav
ing aside the small time solutions, which are not the main con
cern of this work, cylindrical and spherical solidification has 
been investigated so far only for the fixed wall temperature 
boundary condition. The purpose of this paper is therefore to 
provide a brief survey of the methods and to lay the ground
work to close the gaps in the literature. 

Assuming the above boundary condition, Pedroso and 
Demoto (1973a) obtained regular perturbation solutions for 
outward and partial inward spherical solidification, to second 
order in e. The inward solution had a singularity at r = 0 , 

Contributed by the Heat Transfer Division and presented at the 24th 
AIChE/ASME National Heat Transfer Conference, Pittsburgh, Pennsylvania, 
August 9-12, 1987. Manuscript received by the Heat Transfer Division October 
9, 1987. Keywords: Moving Boundaries, Phase-Change Phenomena. 

which they tried to remove with an Euler transformation in
volving an unknown parameter. This parameter was evaluated 
numerically for a given epsilon from a transcendental equa
tion based on an energy balance. The transformed solution 
was bounded, but discontinuous at r = 0, and hence violated 
the boundary condition at the interface at the instant of freez
ing to the center. Despite this undesirable feature, they still ob
tained freezing times in good agreement with the numerical 
values of Tao (1967), up to e = 1. 

The same authors (1973b) used subsequently the method of 
strained coordinates to derive a new second-order solution, 
which satisfied all the boundary conditions. They found 
closed-form expressions for the temperature profiles and the 
freezing time. At the instant of freezing to the center, and up 
to e = 1, the temperature profile turned out to be in good 
agreement with the computations of Tao everywhere, except 
near the center where the numericals appear dubious. The 
results for the freezing time agreed with the numerical data for 
e = 0.1 and 0.5 but diverged for e = 1. A Shanks (1955) 
transformation was applied to the solution in order to extend 
its range of validity. It may be estimated that this action 
doubled the range, at least. 

Riley et al. (1974) carried out the investigation of inward 
solidification a step further for spheres and cylinders. Using 
matched asymptotic expansions, they showed that the solution 
requires the matching of two inner expansions with the outer 
regular solution. The leading term of each inner expansion 
was obtained from which several closed-form results were 
deduced for the freezing time at the final temperature profile. 
Higher order terms could not always be obtained in closed 
form, even though some order of magnitude estimates could 
still be made. Nevertheless, the basic matched solution com
pared well with the numerical data of Beckett (1971) for a 
sphere at e = 0.1 and a cylinder at e = 0.1 and 0.05. Although 
this technique brings a lot of insight into the physical and 
mathematical behavior of the solution near the center, it is 
strictly asymptotic in nature and thus limited to £ < < 1. 

For large e this time, a noteworthy contribution is that of 
Beckett (1981) who extended the small time solutions of Poots 
(1962) for cylinders and spheres. Unlike the previous methods 
that use e as a perturbation parameter, this approach relies on 
an expansion using time as a parameter. The expansion coeffi
cients for the interface position and the temperature profile 
are determined from a differential equation that is better 
solved numerically beyond the first few terms. The series are 
slowly converging and a lot of terms are required in order to 
estimate the freezing time, typically 25 for a cylinder at e = 
10. Also, the smaller e is, the more terms will be needed. 

The strained coordinates method emerges as the most in-
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teresting one for several reasons. It is not strictly asymptotic, 
that is, limited to very small e. It does not require the matching 
of two or more solutions over the domain. It does not require 
the evaluation of a large number of terms in the solution to get 
meaningful results. Furthermore, each term in the series can 
be expressed in closed form instead of being itself another 
series. In the present study, we shall adopt the strained coor
dinates method to study inward solidification under boundary 
conditions that have not been considered so far with this or 
any of the methods described above. A general formulation is 
employed to treat the problem of solidification for a fluid in
itially at its fusion temperature contained in either a slab, a 
cylinder, or a sphere under three typical boundary conditions: 
constant wall temperature, constant heat flux at the wall, and 
constant convective heat transfer between the wall and the sur
rounding medium. 

The strained coordinates method is then used to derive a 
unified recurrence formula for the three geometries and 
boundary conditions, which allows the calculation of the 
series solutions up to any desired order in e. We will present 
explicitly the second-order solutions for a slab only, since our 
main goal here is to illustrate the general formulation and 
compare it with other results. The perturbation solutions will 
be compared with some numerical results obtained by solving 
directly the governing equations according to the recommen
dations of Sparrow and Chuck. The first Shanks transforma
tion will be applied to the singular perturbation solution. A 
comparison with regular perturbation solutions will also be 
made. 

Liquid Solid 

->R 

Moving interface 

Fixed boundary 

Fig. 1 Geometry and coordinate system 

Furthermore, 

T=7>; R = Rf (3) 

The initial condition for the problem is simply T= Tf at t = 0. 
Three different types of boundary condition can be considered 
at the fixed wall. Namely, one might assume either: (a) a con
stant temperature T„, or (b) a constant heat flux q, or (c) a 
constant heat transfer coefficient h. Thus, for inward 
solidification: 

(a) T=TW • R = RW (4a) 

Formulation of the Problem 

The solidification process will now be studied formally for a 
liquid initially at the freezing temperature. It is assumed that 
the solidified shell grows in a symmetric manner as sketched in 
Fig. 1. The heat flow within the solid phase is then governed 
by the unsteady, one-dimensional heat conduction equation. 
For constant thermal properties 

dT _ K d 

~~dT~lF!)R 
[R" ) 
V dR J 

with n = 0, 1, 2, for plane, cylindrical, and spherical con
figuration, respectively. An energy balance at the solid-liquid 
interface yields 

dR 
•f. 

dT 

dt pL dR 
(2) 

<*) 
dT 

dT 
(c) ~k~W=h{T~T°°) >R=R» 

(4b) 

(4c) 

It is possible to recast the problem in nondimensional form us 
ing 

U= (T-T0)/AT, T = tkAT/(pLR2
w) 

r = R/Rw, rf = Rf/Rw 
(5) 

W where 

(a) AT=Tf-T„, T0 = TW (6a) 

(b) AT=Q"Rw/k,T0 = Tf-AT (6b) 

(c) A r = r / - r o l , r 0 = r0O (6c) 
Changing to dimensionless variables and eliminating T from 
equation (1) using equation (2) yields 

N o m e n c l a t u r e 

c = 
h = 

k = 
L = 
N = 
Q = 
R = 

Rf = 

R™ = 

T = 

specific heat 
convective heat transfer 
coefficient 
thermal conductivity 
latent heat of fusion 
number of grid points 
wall heat flux 
position in the solidified 
material 
position of the freezing 
front 
position of the fixed 
boundary 
temperature distribution 
freezing temperature 
temperature at the fixed 
boundary 

T0 = reference temperature 
"„ = temperature at infinity 

/ = time 
K = thermal diffusivity 

= k/(pc) 
p = density 

S = 

U = 

X = 

eiisiuuiess vuanuues 
C = integration constant 
Bi = Biot number = hR„/k 
n = exponent 
r = normalized position 

= R/Rw 
Tf = normalized freezing front 

position = Rf/Rw 

5 
A 
e 

Oi 

T 

< / > , - A 

thickness of solid phase 
= 1 - ' / 

normalized temperature 
distribution = (T-T0)/AT 
transformed coordinate 
= ( l - r ) / S 
initial thickness 
increment 
Stefan number = cAT/L 
coefficient of e' in power 
series expansion of r 
normalized time 
= tkAT/pLRl 
strained coordinates 
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dU dU 

drf dr 

I d / 3U\ 
= — • - 5 - ( ' • n ^ — ) ; « = o . 1,2 

r=r/ r" dr \ dr / 

dr 
at/ 

:7 

(7) 

(8) 

where e = cAT/L is the Stefan number. 
The set of boundary conditions in nondimensional form 

reads 

and 

U=\;r = rf 

(a) t /=0 ; r = l 

dU 
(b) _ — = - l ; r = l 

dr 

dU 
(c) — — = - B i t / ; r = l 

or 

(9) 

(10a) 

(106) 

(10c) 

cases, which may be found in Prud'homme and Nguyen 
(1987). 

In order to derive uniformly valid solutions for inward 
solidification in the three geometries one must turn toward the 
singular methods. The method of stretched coordinates is one 
of the most powerful singular perturbation methods (see, for 
instance, Van Dyke, 1975). The approach is as follows. 

The stretched variables 0 and \p, which must reduce to r and 
/y in the limit as e tends toward zero, are defined formally as 

<t> =f(r, /•/) 
<A = / ( / / . rf) 

so that <j> = 4> when r = /y. Instead of expanding the function U 
itself in powers of e, an expansion of r and /y is made 

(13) 

00 

rf = YJ e'°vW'> W 

(14) 

Equations (7) and (8) with the associated boundary condi
tions (9) and (10a-c) constitute the mathematical statement of 
the problem. 

Analytical Solutions 

There is an exact similarity solution to the set of equations 
(7) and (8) in the plane case (n = 0) that satisfies equations (9) 
and (10a). Without loss of generality, let T = 0 for /y = 1. 
Then for any Stefan number, {/and /y are given by 

A solution of the form U{\(/, 0) is sought that satisfies the 
problem and the boundary conditions in terms of 0 and i/< at 
the zeroth order. The a,'s can be calculated afterward. 

The stretching has been arbitrary so far. It can conveniently 
be assumed to vanish at the fixed wall. In other words, for all 
values of rf, 0 = d<t>/dr = 1 at r = 1. With this condition the set 
of equations (7) and (8) and the boundary conditions equa
tions (9) and (10) transform to 

r dU d<j> ~\ / dU d(j> dU d\l> \ 

L d0 dr J*=^ \ d(b dr, d\l/ drt ) 

U(r,rf) = 

and 

&(fMJ?^) <»•> --£(-£) 
d(j> d/y d\p drf 

dU d24> n dU d(j> 

d(j> dr2 r d<(> dr 

r , ( T ) = l - « {Ub) 
drf dyj/ f dU d<j> 

respectively, where C can be evaluated using equation (9). For 
small values of e, equation (1 la) can be written as 

U{X, e)=X+ (X+X3y-^-+ ( — 
6 \ 

_ T dU d<l>-l 

L d<b dr J* = 
and 

90 

1 

X 

+—x3+—-x5 — + • • • 

9 1 0 / 4 

where X= (1 - r)/(l - rf) and the freezing time becomes 

1 e e2 rm(e) = -

(11c) 

(lid) 

d\p dr L d<t> dr J*=* 

(a) U=0;<j>=\ 

dU 

dU 
(c) — — = - B i t / ; 0 = 1 

00 

(15) 

(16) 

(17) 

(18a) 

(18ft) 

(18c) 

In the other cases there are no exact solutions, as we already 
know. Perturbation solutions are then quite instructive in 
showing the initial influence of e on the solidification process 
and its evolution as e increases. 

Regular perturbation methods where an expansion of the 
form 

The condition of zero stretching at the wall further requires 
that for all ^ 's 

0 9 
(19) 

U(r,r/;e)='£eiUi(r,r/) (12) 

It is possible to eliminate r and /y from equation (15) using 
equation (14). This yields a power series equation in e involv
ing U, 07, 0, \p. Equating the coefficients of like powers of e 
gives a recurrence relation for the a,'s and an equation for U. 
At the zeroth order therefore 

is assumed for the temperature distribution are straightfor
ward and will yield uniformly valid solutions in the case of 
outward solidification. But the solutions will diverge for in
ward cylindrical and spherical solidification as the /y approach 
zero. This does not occur in the plane case, however, and 
useful comparisons with the present method can be made. For 
the fixed temperature condition, the regular perturbation solu
tion is identical to the expansion equation (lie). It is a simple 
matter to derive second-order solutions for the remaining two 

d2U dU 
0 . . , +n^r— = 0 302 90 

(20) 

which can be integrated easily after multiplication of equation 
(20) by 0"~1. The solution for t/(i/s 0) will involve two ar
bitrary functions of \p, which can be determined using the 
boundary conditions equations (17) and (18). 

Once U(\j/, 0) is known, <r; (0, \j/) can be calculated for / > 1 
from the recurrence relation 
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9 r , 9 / , du \-) 

( - 1 i—j—l i—j—k-l , 

= E E E (• 
7 = 0 * = 0 / = 0 v 

a t / d<r, a t / 3<r, 
90 90 90 d\j/ 'J 

dU "1 9(7̂  9a, 
f — 1 
L 90 J 

90 J*=if 90 90 

flff, 

i-l i-j i-j-k 

7i-j-k-i-i ~ Lt LI Lt 
j=0 k=0 1=0 

k*i k^i 

([* 
dCj dok d2U 32ak dU 

) 90 90 90 J 902 ' d(j>2 90 

[l£L ̂ -*-' (21) 

where the prime represents the total derivative of the function 
(evaluated at 0 = 0) with respect to \p. The zeroth-order 
stretching requirements, equation (19), at 0 = 1 provide two 
boundary conditions for the integration of equation (21). 
Consequently CT,- (0, 0) is determined explicitly in terms of 
ff,-_i, <J;_2> • • • , o0 and t /as 

/ du \ -1 r* rf 

" ' ( W ) = \d*~* / J i J i ~ r^fMMt dt (22) 

where/,(0, 0) stands for the right-hand side of equation (21), 
for all the geometries and boundary conditions considered so 
far in this study. The influence of the latter on the stretching is 
felt only indirectly through the zeroth order solution U. 

A power series for dr/dip is obtained by eliminating r and rf 

from equation (16) with the help of equation (14) as before. 

dr dU 

90 
(23) 

= 0 y = 0 

The explicit relationship for T(0) follows from the integra
tion of equation (23) using the initial condition T = 0 at 0 = 1. 
It is possible to proceed up to any desired order in e with the 
equations (14) and (23) using the general recurrence relations 
equations (21) and (22) for a,. These recurrence relations, 
together with U, represent a uniformly valid perturbation 
solution to the inward solidification problem in the plane, 
cylindrical, and spherical geometries, for three types of 
boundary conditions at the fixed wall. 

Calculations were carried out up to second order in e for the 
purpose of the present investigation. The results for U, a{, and 
a2 are presented below for n = 0 and each type of boundary 
condition. For boundary condition equation (18a) 

£7(0,0) = ( 0 - 1 ) 7 ( 0 - 1 ) 

°M, 0) = 

oi^>4>) = -

1 >-D3 

6 (0 

( 0 - 1 ) 3 

- I ) 2 

L 12 

(24) 

l)2 

120 ( 0 - 1 ) 2 tt--l)2 

For equation (186) 

[ / (0,0)= 1 - 0 + 0 

.7,(0, 0 ) = - ( 0 - l ) 2 / 2 

<r2(0, 0) = ( 0 - l ) V 2 - ( 0 

For equation (18c) 

L/(0, 0) = ( 0 - a ) / ( 0 - a ) , a = l + l/Bi 

1 ( 0 - 1 ) 2 

(25) 

W - i ) 

oM, 4>) = 

OlW, 0) = 

«--«)2 

120 ( 0 - a ) 4 

- [ (0 -1)+ 3(1-a) ] 

[ 7 ( 0 - l ) 2 

(26) 

+ 35(1-«)(</>-1) +60(1 -a ) 2 ] 

( 0 - l ) 2 ( 0 - l ) 
[ (0 -1 ) 

9 ( 0 - a ) 5 

+ 3 ( l - a ) ] [ ( 0 - l ) 2 + 3 ( l - a ) ( 0 - a ) ] 

A more comprehensive application of the method to the 
cylindrical and spherical cases may be found in a companion 
paper by Prud'homme and Nguyen (1988). For the time being, 
a comparison will be made with numerical solutions in order 
to establish the range of validity of the low-order perturbation 
solutions for the slab. 

Numerical Method 

The governing equations (1) and (2) are first rewritten in 
terms of the dimensionless variables defined in equation (5). 
The dimensionless set of equations and boundary conditions is 
better solved numerically in a system of coordinates X, r 
where the position of the freezing front remains fixed. The 
coordinate X is defined by the transformation 

X=(l-r)/S (27) 

where S= 1 — /y is the thickness of the solid phase. The moving 
interface is thus immobilized at X = 1 and the governing 
equations are solved within the fixed domain 0 < X < 1. The 
transformed set of equations is then 

/ dU X dS dU \ 1 9 

dr - ) -dr dX / S2{\-SX)n dX 

(1 - SX)"-
dU 

dS 

dX 

1 dU 

dr S 3X 

The boundary conditions are given by 

(7=1 at X=l 

and 

(a) 

lb) 

(c) 

U=0;X=0 

dU 

dX 

3U 
~aF~ 

• = S;X=0 

= SBiU;X=0 

(28) 

(29) 

(30) 

(31«) 

(316) 

(31c) 

(32) 

The above equations can be discretized using finite dif
ference techniques with an implicit scheme for the heat con
duction equation and an explicit scheme for the interface 
energy balance. The coupling between these equations will be 
treated following a procedure recently proposed by Sparrow 
and Chuck (1984). The numerical approach can be summa
rized as follows. Let [/, be the value of U at time T and at grid 
p o i n t y = (/ - 1) AX(i = 1,2 N). During the time in
terval r0 < T < T0 + AT, we suppose that 

bU, _ Ui-lfj 

dr AT 

where 17? stands for the value at time T0, while all spatial 
derivatives of U are evaluated at time T = T0 + AT in agree
ment with the implicit scheme. 

At this point, it is interesting to notice that equation (32) can 
be considered as a central difference representation in time at r 
= T0 + A T / 2 . Sparrow and Chuck proposed that the term 
dS/dr in equation (28) should be evaluated accordingly at T = 
T0 + A T / 2 . 

If second-order central differences are used to approximate 
the spatial derivatives, equation (28) can be readily trans
formed to 
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Fig. 3 Interface position rf versus time T for c = 0.6 and boundary condi
tion given by equation (10a) 

U,-Uf X,( dS\* Ui+l-U,. 

"V AT S \ dr ) 2AX 

l/,+ , - t / , _ , , Ul+l-2U, + l/,_, 
(33) 

(l-SXi)S 2AX S 2 A ^ ' 

where (dS/dr)m stands for the value at T0 + A T / 2 , which can 
be determined with the help of equation (29). Starting from 

= 1 l-Ufc-i 
dr ' 

which yields 

/ dS\° _ 

\ dr ) 

s'"=^(-f-) 

S° AX 

dS \ ° AT 

(34) 

one finds 

/ rfS\ 1/2 _ 
Wr~7 

1 1 - U 5 , N-l 
;l/2 AX 

(35) 

(36) 

Finally, the thickness of the solid phase at time T = T0 + AT is 
approximated by 

dS \ xn 

S = S° + ( - # ) 
AT (37) 

At this point, we are ready to determine the temperature 
field and the thickness of the solidified region by performing 
calculations in the following sequence: Starting with known 
values If- and S° at time T = T0, the derivative (dS/dr)l/2 is 
calculated from equations (35) and (36). S is given next by 
equation (37). Substituting these values into equation (33), the 
new values of U-, are readily obtained using the well-known 
Thomas algorithm for tridiagonal matrices. 

0.5 

0.0 

Singular pert. 
* Exact 
• Numerical 

0.0 0.5 1.0 

Fig. 4 Temperature profile U versus r at the end of solidification for c = 
0.6 and boundary condition given by equation (10a) 

To initiate the calculations, instead of starting from T = 0 at 
which S = 0, we have to begin computations at a certain 
(small) time T = T* with S = 5. For a given choice of 8, T* and U 
are evaluated using leading order regular perturbation solu
tions. These solutions are given in the Appendix for all the 
boundary conditions and geometries. 

Calculations were performed starting with <5=10~5. Suc
cessive time steps were chosen such that the interface only 
moved about 2 percent after each time interval. The solution 
domain was covered with a 101 point uniform mesh. Com
putations were done in double precision arithmetic. Execution 
time on an IBM/PC-AT was around 2 min per run. Validation 
and accuracy of the numerical program will be discussed in the 
next section. 

Results and Discussion 

In this section we present the analytical and numerical 
results obtained for a slab of thickness 2RW. Symmetric 
boundary conditions are assumed on both faces, i.e., either 
equations (10a), (10b), or (10c). Hence the freezing process 
will be symmetric with respect to the center plane and we need 
to consider only one half of the slab ( 0 < r < 1). 

Results are first presented for the constant temperature 
boundary condition equation (10a) for which the similarity 
solution, equation (11), holds. In this case, the numerical 
method may be directly validated against an exact solution. 
Figure 2 displays the normalized freezing time T,„, i.e., the 
time required for complete solidification, versus the Stefan 
number e =• cAT/L. Figure 3 shows the progression of the 
moving solid-liquid interface /y with time T for e = 0.6. Figure 
4 gives the dimensionless temperature profile U = 
(T—Tw)/(Tf—T„) within the solid phase for e = 0.6 at the 
instant of freezing to the center plane, when T = T„ 
0. 

Figure 2 shows the excellent agreement between the 
numerical calculations based on equations (28) and (29) and 
the exact solution equation (11). The second-order perturba
tion solution equation (24) is accurate within the range 0 < e 
< 2. When e = 3.15, the stretching fails. That is, \p vanishes at 
/y = 0, which is precisely what the stretching is intended to 
prevent. The solution starts to diverge very rapidly afterward. 
Applying a Shanks transformation to the solution slows the 
divergence considerably, as can be seen on the graph. Also 
represented is the result of a calculation based on the regular 
perturbation equation (lie) to order e2. The latter diverges 
beyond e = 0.8. It appears from this figure that rm increases 
almost linearly with e. This behavior is confirmed for low 
values of e by the expansion of the similarity solution, which 
shows that rm behaves initially as rm ~ l /2 + e/6 (cf. equation 
(lie?)). It may then be deduced noting that T-Ket/Rl that the 
dimensional freezing time will behave as tm = R2

W 

(l /6+l/2e)/K. 

and Tf = 
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Fig. 6 Interface positions rt versus time T for e = 0.6 and boundary con
ditions given by equations (10b) and (10c) 

Figure 3 shows that both the numerical and the perturbation 
solution are virtually undistinguishable from the exact solu
tion for e = 0.6. The latter shows that /y ~ Vr (cf. equation 
(116)) so that the freezing process is faster at the beginning. 
For instance, it takes four times longer to complete the 
solidification than it takes to solidify half of the slab. Figure 4 
shows the temperature profile when the solidificaton is com
pleted. The agreement is excellent between the three solutions. 
The temperature profiles are quasi-linear for the low value of 
the Stefan number (0.6) for which we present our results. 

For the constant flux boundary condition, equation (10b), 
there is no exact solution available. Given the perfect agree
ment between the numerical prediction and the exact solution 
in the previous case however, it may be reasonably assumed 
that the numerical solutions will be reliable for the other 
boundary conditions as well. Figure 5 reveals that for the 
second type of boundary condition, equation (10b), the per
turbation solution, equation (25), only agrees with the 
numerical calculations up to e ~ 1.0. The curve terminates 
abruptly at e = 1.05 where the stretching fails. It would fall 
almost vertically beyond this value if it were shown on the 
graph. If the Shanks transformation is used there is no failure 
of the stretching for this range of Stefan numbers and the 
solution remains smooth. Oddly enough, the first-order solu
tion neglecting a2 is more accurate. Therefore the perturbation 
series might be slowly divergent in this case. The regular 
second-order perturbation solution for this case diverges 
almost immediately. 

Figure 6 demonstrates that the effects of imposing a con
stant heat flux are in contrast with those of imposing a con
stant temperature. It will be noticed from this figure that /y 
changes almost linearly with r. Figure 7 presents the 
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Fig. 8 Solidification time rm versus e for boundary condition given by 
equation (10c) 

temperature profile at e = 0.6, which is again almost linear. It 
will be seen from the graph that [/is not zero at r = 1. In fact, 
a simple iteration on equation (13) using equation (25) will 
show that for e = 0.6 and rf = 0, » e (1 - e)/2 = 0.12 at r = 
1, which is indeed verified on the figure. The average 
temperature gradient (Tw - Tf)/Rw is thus smaller than for a 
fixed Tw. 

Numerical calculations are further compared with the per
turbation solution equation (26) for the last type of boundary 
condition, equation (10c). The results are presented for a Biot 
number Bi = hR„/k = 1. This last case shares the 
characteristics of the two previous cases. As a matter of fact, 
the solutions for constant Tw are a special case of the solutions 
for constant h when the Biot number becomes infinite. This 
may be readily verified by setting a = 1 in equation (26). 
Figure 8 illustrates that the perturbation solution remains 
valid up to e = 4.0 without the Shanks transformation. With 
the transformation, divergence is slowed when e = 5 and 
beyond. A second-order regular perturbation solution was 
again plotted. Let us also mention briefly that for e = 0.5, 1, 
equation (26) is as accurate as the fourth-order regular solu
tion that Pedroso and Demoto (1973c) evaluated numerically 
for the freezing time at various /y when Bi = 1. 

Figure 6 shows that /y increases faster once again at the 
beginning of the solidification, but not as much as for the con
stant T„ condition. The freezing time is about twice as long 
and the average temperature gradient is only half as large. 
This may be inferred from Fig. 7, which displays much higher 
values of U at r= 1 for e = 0.6 than in the other cases. The 
profile is once again almost linear. 
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Concluding Remarks 

• The numerical method based on Sparrow and Chuck's 
proposals is accurate and will be useful for further investiga
tions of the general perturbation solutions at higher order. 

• Second-order solutions may be used with accuracy over a 
significantly wider range of e than regular perturbation solu
tions of the same order. 

• The boundary conditions have a significant effect on rm, 
TJ(T), and U(rf, r) as well as on the average temperature gra
dient within the solidified shell. 

• The Shanks transformation appears to be a simple and ef
ficient method of slowing divergence. For the plane case, it did 
not extend the domain of validity of the solutions given by the 
stretched coordinate method. 
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An Experimental Investigation of 
Binary Solidification in a Vertical 
Channel With Thermal and Solutal 
Mixed Convection 
Experimental measurements and photographic observations are presented for the 
solidification of a binary, aqueous ammonium chloride solution in a vertical chan
nel. Transient liquidus front progressions and temperature measurements are used 
to characterize the influences of flow rate, superheat, composition, and chill wall 
temperature on binary phase-change behavior. Experimental results are compared 
with previously reported model predictions and discrepancies are used to critically 
assess model assumptions and limitations. 

Introduction 

Qualitative experimental observations (Jackson et al., 1966; 
McDonald and Hunt, 1969; Asai and Muchi, 1978; Szekely 
and Jassal, 1978) and recently reported numerical predictions 
(Bennon and Incropera, 1987a) clearly illustrate the complex 
transport behavior associated with multiconstituent phase 
change. Even for static systems, complex interactions between 
thermal and solutal natural convection in the bulk fluid and 
multiphase regions can lead to significant variations in re
sultant as-cast structure (Bennon and Incropera, 1987b). Con
ditions are further complicated by the fact that, in many ap
plications, such as the production of continuously cast ingot, 
buoyancy-driven flows combine with an externally imposed 
velocity field. 

Reviews of recent literature reveal that, while limited, ef
forts to predict multiconstituent phase change far surpass ef
forts to obtain quantitative data. However, the availability of 
a reliable experimental data base is crucial to the development 
of accurate methods for predicting multiconstituent phase 
change. Hence, the goals of this study are twofold. The first 
objective is to establish a quantitative data base for mixed con
vection multiconstituent phase change that, in itself, con
tributes to an improved understanding of related processes. 
The second objective is to compare the experimental results 
with existing predictions (Bennon and Incropera, 1988a) and, 
in the process, to assess the validity of a recently established 
continuum model for multiconstituent phase change. 

tion of thermocouple probes for fluid temperature 
measurements at the chill section entrance and exit. Specific 
temperature measurement locations, including those 
associated with the chill wall, are shown in Fig. 1(b). The 
copper-constantan thermocouples were accurate to ±0.5°C. 

The 10-cm length of the chill section, which consisted of two 
chill plates and two observation windows, was limited by heat 
extraction requirements. The chill plates were machined from 
copper with internal serpentine passages used to provide for 
recirculation of the coolant. Each chill plate was machined to 
a thickness of 11.1 mm and was coated with a thin layer of 
corrosion-resistant paint. The three thermocouples per
manently mounted in each plate were installed 0.38 mm from 
the internal surface and were used for measurement and con
trol of the plate temperature. A low-temperature recirculating 
bath (Neslab Model ULT-80DD) was used to extract energy 
from the chill plates. The bath provided a recirculating flow of 
coolant (ethanol) and could maintain the plates at 
temperatures between + 10°C and -80°C, with a stability of 
±0.03°C. 

The observation windows were constructed of double-paned 
6.4-mm-thick lexan with a 6.4-mm air space. The double-pane 
arrangement minimized heat transfer from the environment to 
the chill section. Nitrogen gas was used to purge air from the 
window assembly, thereby eliminating internal condensation. 

Experimental Methods 

Experiments on solidification in the presence of an external
ly imposed forced flow were conducted using the test cell of 
Fig. 1(a). Components of the assembly included a main chill 
section and entrance and exit headers, each with an internal 
cross section of 5 cm X 5 cm. The entrance and exit headers 
were fabricated from 1.27-cm-thick lexan and provided un-
chilled flow lengths of 8.9 cm. A permeable sponge, 4 cm 
long, was inserted in each header to provide a more uniform 
entrance velocity field to the chill section and to minimize the 
channeling of fluids at the chill section exit. 

Each header assembly was equipped with an array of 
stainless steel compression fittings, staggered on 5-mm 
centers, for accommodating the vertical insertion of 1.6-mm-
dia stainless steel thermocouple probes. Additional fittings, 
mounted in each of the header side walls, permitted the inser-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 26, 
1988. Keywords: Mass Transfer, Mixed Convection, Phase-Change 
Phenomena. 
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Fig. 1 Experimental test cell: (a) schematic, (b) thermocouple locations 
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Table 1 Experimental conditions tor mixed convection solidification of 
binary NH 4 CI-H 2 0 solutions 
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Chill Wall 

Tempera tu re ( T c ) , ' C 
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-40 
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200 

800 

200 

200 

Entry 

Tempera ture (T0),°C 

25 

25 

25 

35 

25 

Composition (f[ 0* ) 

0.73 

0.73 

0.73 

0.73 

0.76 

Liquidus 

Tempera tu re ( T ^ J . ' C 

18.8 

18.8 

18.8 

ia.s 

•5.7 

A transparent grid was mounted on the front observation win
dow to facilitate quantifying the transient solidification 
process from photographic records. 

Liquid phase change material (NH4C1-H20) was stored in a 
temperature-controlled holding tank, and a magnetically 
driven centrifugal pump and calibrated (±1 percent) 
rotometer were used to maintain steady flow through a closed 
loop, which included the test cell. The temperature of the 
isothermal holding tank was set according to the desired 
superheat at the chill section entrance. 

For each experiment, approximately 35 liters of 
NH4C1-H20 solution were prepared by mixing pure NH4 CI 
reagent with deionized and demineralized water. The solution 
was degassed prior to filling the isothermal holding tank. 
Solidification was induced by initiating a flow of precooled 
ethanol through the internal serpentine passages of the chill 
plates. To minimize the time required to achieve a prescribed 
chill plate temperature, the ethanol bath was initially operated 
at a temperature below the set point. 

During each experiment, the thermocouple readings were 
continuously monitored using a Hewlett-Packard 3054A data 
acquisition system. Two-milliliter samples of phase-change 
material were periodically extracted from the isothermal 
holding tank and tested gravimetrically to verify the mixture 
composition. Deviations in the mass fraction of water from 
the desired nominal were less than 0.56 percent. Back lighting 
of the test cell was provided by a high-intensity incandescent 
lamp with a diffuse cover, and photographs of the liquidus in
terface were obtained at selected times during each experi
ment. The photographs provided a quantitative measure of 
the liquidus progression, as well as a qualitative description of 
liquidus morphology. 

Experimental conditions of the study, summarized in Table 
1, were selected to evaluate the influences of entry liquid 
superheat (T0), entry composition {ffj; ), flow rate (Re), 
and chill wall temperature (Tc) on phase-change behavior. 
The NH4C1-H20 system has a eutectic composition of f^„ 
= 0.803 and a eutectic temperature of Te = - 15.4°C. Each 
experiment was terminated at 3600 s, beyond which significant 
changes were not observed. 

Experimental Results 

Figures 2-5 illustrate the influence of chill wall temperature 
(Tc) for Re = 200, T„ = 25 °C, and fi}° = 0.73. 
Photographs of solidification behavior are shown in Figs. 2 

and 3 for Tc = -20°C and -40°C, respectively, while the 
corresponding temperature histories are illustrated in Figs. 4 
and 5. Liquidus (Tliq) and eutectic (TE) temperatures are in
cluded on each temperature history to aid in determining the 
extent of the mushy region and in contrasting the temperature 
measurements with the photographic observations. However, 
it should be noted that the liquidus temperature (7~iiq = 
18.8°C) corresponds to the entry composition,./^2 = 0.73, 
while local phase change behavior is governed by local com
positions which, due to the transient redistribution of species, 
can deviate from the entry composition. Experimental limita
tions precluded establishment of an instantaneous step change 
in the chill plate temperature Tc. As illustrated by the chill 
plate temperatures (thermocouples 13-15) in Figs. 4 and 5, a 
cooling rate of approximately 0.6°C/s was achieved. 

Figures 2 and 3 reveal the expected trend of increasing 
solidification rate with decreasing chill wall temperature. Due 
to interference of the entrance and exit header flanges (Fig. 
la), photographic observations were restricted to the 10-cm 
chill section. However, due to axial diffusion, solidification 
occurred both upstream and downstream of the chill section, 
with the most significant growth occurring in the downstream 
region. Liquidus front irregularities observed by previous in
vestigators (Szekely and Jassal, 1978; Jackson et al., 1966; 
McDonald and Hunt, 1969) for static phase-change systems 
appear in each figure, particularly for times just following the 
onset of solidification. While these irregularities persist 
throughout each experiment, they become less pronounced 
during the later stages, when growth rates are small. 

Except for local interfacial irregularities and distortions 
near the chill region entrance and exit, solidification at early 
times (T< 240 s) is characterized by a nearly planar propaga
tion of the liquidus front, suggesting that early transport is 
unidirectional and diffusion-dominated. For later times, 
significant deviations from planar, diffusion-dominated 
behavior can be observed, particularly for small chill wall 
temperatures (Fig. 3). Similar trends may be inferred from the 
temperature histories. For example, in Fig. 5, thermocouples 1 
and 2, which are at different axial positions, record almost 
identical temperatures, suggesting that isotherms are nearly 
planar and parallel to the vertical chill surface. In contrast, 
differences for thermocouples 5 and 6 suggest a significant 
deviation from planar, diffusion-dominated conditions in the 
outer extent of the mushy region. 

Irrespective of chill wall temperature, temperature 
measurements nearest the chill plates (thermocouples 1 and 2) 
indicate that the influence of the cold boundary quickly 
propagates into the phase-change medium. Significant devia
tions from the entry temperature occur as early as 50 s from 
the start of solidification. In contrast thermocouples further 
from the chill plate experience delays before recording values 
below the entry temperature. The extent of the delay varies in
versely with the rate of solidification and hence increases with 
increasing chill plate temperature. Times for which 
temperatures drop below Tliq can be contrasted with 
photographically observed liquidus front positions and the 
results are consistent. For example, thermocouples 3 and 4 of 

Dh = hydraulic diameter = 
/ = mass fraction 
L = chill region length 

Re = Reynolds number = 
u0Dh/vt 

t = time 
t* = dimensionless time 

2W 
T = temperature 

u0 = entry velocity 
W = plate spacing 

x, y, z = Cartesian coordinates 
8 = thickness 
v = kinematic viscosity 

Subscripts 
c = chilled wall 
e = eutectic 
/ = liquid 

liq = liquidus 
o = entry 
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Fig. 2 Photographically observed solidification behavior for experi
ment 1 
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Fig. 3 Photographically observed solidification for experiment 2 

Fig. 5, which are 8 mm from the chilled wall, drop below rliq 
at times ranging from approximately 350 to 450 s. While ir
regularities in the liquidus interface of Fig. 3 make it difficult 
to assess the precise time at which the front crosses 8 mm, 
crossing does occur between 360 and 480 s. 

Fluctuations in thermocouple readings within the mushy 
region are attributed to variations in the interdendritic flows. 
With large temperature gradients in the mushy region, tran
sient changes in interdendritic flows can induce temperature 
fluctuations. Supporting evidence of fluctuating behavior in 
statically cast NH4C1-H20 systems has been provided by 
previous investigators (Jackson et al., 1966) and is attributed 
to local growth rate variations and remelting. Localized 
remelting is due to the advection of water-rich interdendritic 

0 600 1200 1800 2400 3000 3600 

t ( s ) 

Fig. 4 Experimental temperature histories for experiment 1 

0 600 I200 I800 2400 3000 3600 

t(s) 
Fig. 5 Experimental temperature histories for experiment 2 

fluids from cold regions near the chilled wall. Due to the ac
companying liquidus temperature depression, solid in warmer 
regions near the liquidus interface may be melted. 

Figures 3 and 6 and the corresponding temperature 
histories, Figs. 5 and 7, illustrate the influence of Reynolds 
number on binary phase-change behavior. The photographs 
suggest that Reynolds number has little influence on develop
ment of the liquidus front for early times, and for ?<480 s, the 
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Fig. 6 Photographically observed solidification behavior for experi
ment 3 
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Fig. 7 Experimental temperature histories for experiment 3 

maximum difference in front locations is approximately 1 
mm. The temperature histories confirm this observation, and 
for r < 480 s, differences are less than 3°C. However, for 
t > 480 s deviations from a planar liquidus front and thinning 
of the mushy region near the entrance become more pro
nounced with increasing Re. Thermocouple measurements at 
the two axial locations (40 and 80 mm from the chill section 
entrance) confirm this observation. For example, while 
temperatures recorded by thermocouples 3 and 4 for Re = 200 
(Fig. 5) exhibit only modest differences (<5°C) throughout 

t = 60s 120 180 240 360 480 

Liquidus Front 

720 960 1440 1920 2880 3600 

Fig. 8 Photographically observed solidification for experiment 4 

the experiment, differences are as large as 25 °C for Re = 800 
(Fig. 7). An indication of nonplanar liquidus front progres
sion is also provided by thermocouple 6, which is located 13 
mm from the chilled wall. While this thermocouple enters the 
mushy region at t~ 2200 s (Fig. 5) for Re = 200, its recorded 
temperature for Re = 800 (Fig. 7) never deviates from the en
trance temperature. 

Figures 3 and 6 also reveal that irregularities in the liquidus 
front become less pronounced with increasing Reynolds 
number. This trend is attributed to an increase in shear forces 
at the liquidus interface with increasing Re. These forces will 
inhibit the formation of and/or shear off fragile dendrites that 
protrude from the interface. Furthermore, since the extent of 
propagation of dendrites into a melt depends strongly on the 
existence of local temperature and concentration gradients, 
the thinning of temperature and concentration boundary 
layers that accompanies an increase in core liquid velocities 
can contribute to the finer structures and smoother ap
pearance of the liquidus front at the larger Reynolds number. 

Figures 3 and 8 and the corresponding temperature 
histories, Figs. 5 and 9, reveal the influence of entry 
temperature T0 on phase-change behavior. In addition to im
peding solidification, elevated entry temperatures reduce the 
time required to achieve quasi-steady conditions. For T0 = 
35°C (Fig. 8), liquidus front positions exhibit only a modest 
change between 1440 and 3600 s, while significant growth oc
curs beyond 1440s for T0 = 25 °C (Fig. 3). Figures 3 and 8 fur
ther suggest that elevated entry temperatures act to smooth the 
liquidus front during the latter stages of solidification. 
Smooth liquidus front morphologies, which accompany 
elevated entry temperatures, are again attributed to the ex
istence of large shear forces. In this case, however, the in
creased interfacial shear is attributed to an increase in the 
localized, thermally induced fluid acceleration near the 
liquidus front. Acceleration near the interface is induced by an 
assisting (downward) thermal buoyancy force, which results 
from the temperature difference (T0 — Tliq). 

The influence of entry composition/^,2 is shown in Figs. 
3 and 10 and the corresponding temperature histories of Figs. 
5 and 11. As the photographs suggest, an increase in entry 
composition alters solidification in much the same manner as 
an increase in entry temperature. This similarity is attributed 
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Fig. 10 Photographically observed solidification for experiment 5 

the depression in liquidus temperature that accompanies in
creased composition. Due to the extremely large liquidus slope 
associated with the NH4C1-H20 system, a change in jyj 
from 0.73 (Fig. 3) to 0.76 (Fig. 10) results in a 14.1°C depres
sion in liquidus temperature. Since the temperature difference 
(T0 — r l iq), which strongly influences transport between the 
fluid core and liquidus interface, increases with either increas
ing TB or decreasing rliq, a 10°C increase in entry temperature 
is approximately equivalent to a 3 percent increase in entry 
water composition. In fact, except for the slightly greater 
solidification rate observed in Fig. 8 (T0 — T}iq = 16.2°C), 

visually observed phase change behavior differs little from 
that of Fig. 10 (T0 - Tiiq = 20.3°C). Hence, observed 
changes in solidification that accompany an increase in/^0

2 , 
such as smoothing of the liquidus front, are attributed to the 
same mechanisms previously identified for an increase in the 
entry temperature T0. 

Comparisons With Predictions 
Experimental results may be compared with previously 

reported numerical predictions (Bennon and Incropera, 
1988a) based on a continuum model of mixed convection, 
binary phase change. The model views the multiphase region 
as an isotropic, stress free, porous mass. In addition, simplify
ing assumptions, which include local thermal and constitu
tional equilibrium and constant phase thermophysical proper
ties, are invoked. An assessment of model assumptions and 
limitations, as they relate to quantitative comparisons of 
numerical and experimental results, will be subsequently 
discussed. Details of the numerical solution methodology are 
provided elsewhere (Bennon and Incropera, 1988b). 

Several difficulties are associated with comparing predicted 
and measured results. A major difficulty relates to the extreme 
sensitivity of solidification to entry composition (/̂ 0

2 ). 
Figure 12(a) compares predicted and experimental results for 
the liquidus front propagation (5liq) at the axial midpoint of 
the chilled section (x/L = 0.5) for Re = 800, Tc = -40°C, 
and T0 = 25°C. The experimental results correspond to an in
let composition of J\^° = 0.7300 ± 0.0056, while the 
predicted results correspond to values of 0.72 and 0.73. The 
predicted liquidus front progression is initially more rapid 
than that observed experimentally and, for/J^2 = 0.73, the 
predicted front rapidly approaches a value that is well below 
that observed experimentally. Discrepancies between the in
itial rate of liquidus front progression and the time required to 
approach a steady condition are, in part, due to the inability to 
achieve an instantaneous step change experimentally in the 
chill wall temperature Tc. As shown in Fig. 7 (thermocouples 
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13-15), approximately 110 s pass before the chill plates can be 
reduced to the desired setpoint of Tc = -40°C. This limita
tion cannot, however, explain underprediction of the extent of 
liquidus front propagation. Additional calculations per
formed for J)^ =0.72 suggest that the discrepancy may be 
due more to the strong dependence of solidification on J]%o . 
As shown in Fig. 12, a 1 percent decrease in entry composition 
more than doubles the predicted liquidus front position after 
only 480 s (t* = 2.20 x 10"3) and causes a substantial over-
prediction of the measured results. Hence, at least in part, the 
discrepancies may be attributed to the 0.56 percent uncertainty 
in the experimental entry composition. Although the 
numerical model could be tuned by selecting values of /T0

2 

slightly smaller than the nominal value of 0.73, such tuning 
would be somewhat arbitrary and was hence deemed 
inappropriate. 

Figure \2{b) illustrates the influence of entry composition 
on both predicted and experimental liquidus front progres
sions. While the numerical and experimental results corres
pond to different Reynolds numbers, several important obser
vations can be made. The strong sensitivity of the predicted 
liquidus front progression to changes in ff* for Re = 800 
is confirmed by the data for Re = 200. In both cases a small 
increase in entry composition significantly reduces both the 
time required to achieve steady conditions and the correspond
ing liquidus front progression. The strong dependence of 
solidification on entry composition is due to the liquidus 
temperature depression that accompanies an increase in/^„2 . 
The large decrease in TUq resulting from a small increase in 
Jl„ for the NH4C1-H20 system significantly increases the 
temperature difference (T0 — TUq) and hence energy transport 
from the bulk fluid to the mushy region. This enhancement of 
interfacial energy transport is responsible for the decline in 
solidification rates. 

Figure 12(c) illustrates the influence of chill wall 
temperature on liquidus front progression. The discrepancy in 
absolute liquidus front positions is attributed to the previously 
described influence of uncertainties in the entry composition. 
However, both numerical and experimental results exhibit a 

Numerical (f|0
2 =0.72) 

Experimental (f,.2 =0.73) 

-30.0 

-40.0 

-50.0 

d w 
200 400 600 800 1000 1200 

t(s) 
Fig. 13 Comparison of predicted and measured temperature histories 
with a 110 s experimental time shift for Re = 800, 7"c = -40°C, and 
T„ = 25°C 

similar reduction in liquidus front growth rate and a cor
responding reduction in the extent of liquidus front progres
sion as Tc is increased from -40°C to -30°C. 

The influence of Reynolds number is shown in Fig. 12(d). 
Although the influence of entry composition again com
promises absolute quantitative comparisons, both the ex
perimental results for ff^ = 0.73 and the numerical results 
for/fa = 0.72 indicate that Re has little influence (less than 
1 mm) on liquidus front progression. While experimental 
results suggest a slight decline in liquidus front growth with in
creasing Re, the numerical results suggest a slight increase. 
Due to the irregular nature of the liquidus front, experimental 
difficulties associated with extracting precise positions 
preclude the establishment of definitive conclusions based on 
such small differences. 

Figure 13 compares temperature histories for which 
numerical results correspond toffg = 0.72 and experimental 
results correspond to a nominal entry composition of ff£ = 
0.73. Recalling the strong sensitivity of results to the entry 
composition, predictions for J)* = 0.72 were chosen on the 
basis of their better agreement with data. Moreover, since the 
inability to impose a step change experimentally in the chill 
wall temperature from TB to Tc causes significant differences 
between the measured and predicted initial cooling rates, the 
experimental results were modified by shifting the experimen
tal time axis by 110 s. That is, the modified experimental 
results of Fig. 13 begin (̂  = 0) when the chill plates attain the 
desired setpoint of Tc = -40°C. 

Predicted and measured trends of Fig. 13 are consistent. For 
example, both predicted and measured temperature dif
ferences between thermocouples 1 and 2, each of which is 
located 3 mm from the vertical chill plate, are less than 4°C. 
Since the two locations correspond to different axial positions, 
this observation suggests that both measured and predicted 
isotherms remain nearly planar (and parallel) close to the 
chilled wall. The gradual divergence with time of both 
predicted and measured temperatures for thermocouples 3 and 
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4 indicates a departure from planar isotherms at distances far
ther from the chill wall (8 mm) during latter stages of 
solidification. Both predicted and measured results indicate a 
significant delay for further propagation of the chilled wall 
thermal condition into the bulk fluid (thermocouple 5). 
Similar consistency between predicted and measured trends 
was obtained for Re = 200. 

Although the foregoing comparison suggest that the con
tinuum model is able to predict major trends, they do not con
firm its ability to predict quantitative results accurately. While 
the strong influence of composition on solidification of the 
NH4C1-H20 system has been cited as a likely source of dif
ferences between predictions and measurements, model 
assumptions undoubtedly contribute to the discrepancies. A 
major assumption relates to the existence of thermal and com
positional equilibrium between coexisting phases (Bennon and 
Incropera, 1987a, 1987b). Its validity depends on phase ther-
mophysical properties and solidification rates, with large 
property differences and rapid solidification rates acting to 
violate the assumption. For example, if the thermal diffusivity 
of the solid phase exceeds that of the liquid phase, solid within 
the multiphase region would respond more rapidly to an im
posed temperature change than the coexisting interdendritic 
liquid. In the NH4C1-H20 system, the thermal diffusivity of 
solid phase exceeds that of liquid by approximately 40 percent 
and, in view of the rapid solidification rates of this study, 
deviations from local thermal equilibrium may be partially 
responsible for observed numerical/experimental discrepan
cies. Violations of the assumption of local compositional 
equilibrium are more difficult to assess, since they are in
fluenced not only by differences in phase mass diffusivities, 
but also by the rate at which solute atoms are incorporated or 
rejected from the atomic lattice structures of the coexisting 
phases. It is likely, however, that the rapid solidification rates 
of this study are conducive to nonequilibrium conditions and 
hence may also contribute to numerical/experimental 
discrepancies. 

Due to the absence of pertinent data, the predictions also 
neglect variations of phase thermophysical properties with 
temperature and composition. For systems with moderate 
temperature and concentration gradients, the assumption of 
constant phase properties may be satisfactory. However, for 
the conditions of this study, which correspond to large 
temperature and composition variations, the constant proper
ty assumption is suspect. For example, liquid temperature 
variations in the experimental studies were as large as 85 °C. 
Furthermore, due to the water enrichment of interdendritic 
fluids within the mushy region, variations in liquid composi
tion generally exceeded 10 percent. Hence, a dependence of 
properties such as phase-specific heats and thermal conduc
tivities on temperature and composition would undoubtedly 
influence predicted transport behavior and hence numerical/ 
experimental comparisons. 

Another factor that could influence model predictions is the 
uncertainty associated with the multiphase region permeabili
ty. The prescription of phase interaction forces through 
Darcy's law is a major model assumption, which permits the 
description of momentum transport within the mushy region. 
By adopting this approximation, however, description of the 
complex, microscopic structure of the mushy region is linked 
to a single parameter (the permeability). The significant in
fluence of interdendritic fluid motion on species redistribu
tion, and hence on overall solidification behavior, renders the 
permeability an important model parameter. Moreover, due 

to limitations in available data, predictions of this study have 
been based on the assumption of an isotropic permeability. 
However, the dependence of growth mechanisms on gradients 
of temperature and composition, as well as on the scalar quan
tities themselves, suggests that the permeability of the den
dritic system is anisotropic. Uncertainties in the permeability 
model itself and in related coefficients therefore compromise 
the ability to obtain accurate numerical predictions. 

Conclusions 

Experimental results characterizing the influence of flow 
rate, liquid superheat, liquid composition, and chill wall 
temperature on the mixed convection solidification of a binary 
aqueous ammonium chloride solution have been presented. 
Although trends are consistent with those predicted by a con
tinuum model, quantitative agreement between experimental 
and predicted results has been compromised by several fac
tors. One factor relates to strong dependence of solidification 
behavior on composition for the NH4C1-H20 system. Other 
factors include inadequately characterized thermophysical 
properties, as well as model assumptions related to ther
mal/compositional equilibrium and momentum transport in a 
porous medium. The results of this study represent a first step 
in identifying potential model limitations and in establishing a 
rational basis for improving means of predicting the complex 
phenomena associated with solidification in binary 
substances. 
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Transient Radiative Heat Transfer 
From a Sphere Surrounded by a 
Participating Medium 
Transient radiative cooling of a solid or liquid sphere in space, surrounded by a 
radiatively participating vapor cloud, is considered. A quasi-steady assumption is 
applied to the radiation transfer in the medium, with the unsteadiness being retained 
at the inner spherical boundary. The problem is solved by applying the third-order 
(P3) spherical harmonics approximation to the radiative transfer equation for the 
participating cloud, and a finite difference scheme for transient conduction in the 
sphere. In general, the presence of a participating medium decreases the cooling rate 
of the sphere, and cooling curves are presented to show this effect. Effective 
emissivity of the surface in the presence of a surrounding medium is evaluated, and 
an approximate explicit equation is given. 

Introduction 

In problems involving radiative cooling of conductive 
bodies in space, the presence of a nonlinear boundary condi
tion at the surface makes an analytical, closed-form solution 
difficult to obtain, except under highly restrictive assump
tions. Crosbie and Viskanta (1966) and Ayers (1970) have 
presented numerical solutions to the problem of cooling with a 
radiation boundary, and this is a well-understood problem. 
However, the presence of a surrounding radiatively par
ticipating medium, and its effect on the transient cooling of 
the body, have not been reported in the literature. An 
understanding of such a problem has many practical applica
tions, such as manufacturing processes in space, combustion 
systems (for example coal particles enclosed within a soot 
cloud), noncontact temperature measurement techniques, and 
nuclear engineering. In space manufacturing, particularly 
electromagnetic levitation and induction melting of metals and 
some nonmetals, we often have a liquid droplet surrounded by 
its own vapor, inert gases, boiling impurities, and some par
ticles that may be thrown off by the droplet, which rotates in 
response to the electromagnetic torque. Thus, it is possible to 
have millimeter to meter sized droplets surrounded by a par
ticipating medium. This situation may also be present in some 
volatilization studies. 

Many noncontact temperature measurements often rely on 
a measurement of the brightness and intensity of radiation 
emitted by the surface whose temperature is of interest. When 
such a surface is surrounded by a participating medium, either 
at a higher or lower temperature than the surface, the radiant 
energy reaching the diagnostic instrument is a function of the 
optical properties of the medium, in addition to the surface 
properties. This situation may also arise in some liquid droplet 
radiators (Mattick and Hertzberg, 1981), where the droplet 
stream is contained in micron thick bounding plates as sug
gested by recent work (White, 1987). In all these cases, the ef
fect of the medium on the transient cooling of the enclosed ob
ject becomes important. 

In this study, the transient cooling of a single sphere at high 
temperatures, surrounded by a radiatively participating 
medium, is addressed. The spherical harmonics method is 
employed to obtain a system of differential equations for the 
medium radiative transfer, and its solution is coupled with the 
conduction in the sphere. Transient temperature at the surface 
of the sphere is compared with the no-cloud case, and the ef
fect of the cloud is discussed. An expression for the effective 
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emissivity of the surface, which accounts for the presence of a 
participating vapor, is also derived. 

Analysis 

A schematic representation of the geometry of the problem 
considered is given in Fig. 1. A sphere of radius Rl is sur
rounded by a finite cloud of a gray, absorbing-emitting-
scattering medium, of outer radius R2. The sphere is at an in
itial temperature Th and at time ^>0, is exposed to the 
radiatively cooling environment of space, at temperature 
Te = 0. Heat transfer is by conduction in the sphere, and it is 
assumed to have no heat sources or sinks. 

In general, the problem is coupled with transient conduction 
in the sphere, transient radiation in the vapor medium, and 
matching conditions at the interface. The governing equations 
then become 

1 
~dr 

dT 

dr 

( 1 -

- ) -

V) 

1 

di(r 

dT 

dt 

,M) 

foiO<r<R, (1) 

H-r- (/*, r)+ +/3i(r, /*) 
dr r dfx 

'ia'\-= aaib(T) + Vi(7s\ _P(n,li')i(r,li')dii',f0TRlsrilR2(2) 

and 

Fig. 1 Geometry of the problem 

Journal of Heat Transfer AUGUST 1989, Vol. 111/713 
Copyright © 1989 by ASME

  Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Pgcp.g 
DT 

Dt 
V>(kVT-qr)+yT-

DP 

DT 

+ q'" +4>'JorRl<r<R2 (3) 

where as is the thermal diffusivity of the sphere, and the 
subscript g refers to parameters in the surrounding vapor. 
Here, equation (1) is the equation governing transient conduc
tion in the sphere, equation (2) is the equation for the radiative 
intensity for systems with spherical symmetry (Ozisik, 1973), 
and equation (3) is the transient energy balance equation. The 
optical thickness r and the single scattering albedo co are de
fined as 

r(aa + as)r, 

In addition, for a nonstagnant medium, the mass and 
momentum conservation equations have to be satisfied. 
However, in this work, the medium is assumed to be stagnant. 
Most vapors have a very low thermal conductivity, and at high 
temperatures radiation dominates the heat transfer, especially 
in the near-wall regions. Hence, conduction may be neglected. 
Thus, the energy balance of equation (3) reduces to 

dT 
PgC„ 

dt 
= - V - < f + <?'", for #!</ •<#; , (4) 

Even a numerical solution of the above system of equations 
(1), (2), and (4) appears quite formidable. In order to make 
this system more tractable, it is assumed that the energy 
transfer in the medium is quasi-steady. Accordingly, internal 
heat generation is assumed to be absent, and the medium is 
assumed to be at radiative equilibrium at any given time. The 
unsteadiness in the medium is thus removed to the inner 
spherical boundary, and the transient effect is felt only 
through the time-dependent boundary condition. This 
assumption is frequently invoked in studies of radiation in 
combustion systems. It is a matter of detail to include internal 
heat generation in the medium, and the analysis that follows 
can be extended fairly easily for the case of a volumetric heat 
source in the medium, q'" ^ 0 . 

Using the spherical harmonics method for the solution of 
the radiative transfer equation in the medium, the phase func
tion P(n, n') is expressed as 

^0*.**')= IJfl^OOiM/*') (5) 

and the radiation intensity i(r, IX) is expanded in Legendre 
polynomials, as 

1m +1 
KT,H)= D ^ Pm(n)*m(r) 

m = 0 4 7 r 

(6) 

Substituting equations (4), (5), and (6) into equation (2), and 
using the orthogonality and recurrence relationships for 
Legendre polynomials (Abramowitz and Stegun, 1965), one 
obtains 

( m + l)^=±iW+(m+l)(m + 2 ) * - ' W 
dr 

+ (2m + 1)(1 - oiam )*-,„ (T) + m 

T 

tf*m-lfr) 
dT 

(m — l)m 
* m _ , (T) - ( l -a ) )4x / 6 ( r )8 O I I I =0, 

m = 0, 1, 2, . . . (7) 

The Marshak boundary conditions are used with the ODE's 
from the PN approximation as follows: 

Jo Jo 

and 

j _ j j(r2 , ,i)ii2'-1dli=^_if1(li)ii
2'-ldii, n<0 

(8a) 

(86) 

where /= 1, 2, 3 . . . 1/2(7V+ 1), consistent with the order of 
the approximation. 
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For the PN approximation, the series of equation (7) is trun
cated at N, resulting in N+ 1 ordinary differential equations. 
Higher-order approximations have been discussed by 
Bayazitoglu and Higenyi (1979), and the third-order approx
imation is shown to be quite accurate for spherical media. The 
P 3 approximation is addressed in the following section. 

In the P 3 approximation, four ordinary differential equa
tions result from equation (7), which are 

(9a) 

3d¥3 

2d*2 

dr 

12*, 
• + : 

6*2 
+ — -

7 

- + 5 ( 1 -

dr + 

• + 3 ( 1 -

• ua2)V2 

2 * ! 

T 

W « l ) * l 

= 0 

+ 
d% 

T 
(9b) 

2fiM, 

dr 

_2TJ_ 

T 

7(l-COfl3)*3 + 3tf»2 

dr 

6*, 
= 0 

(9c) 

(9d) 

where, by definition, *0(T) a n d ^i0") a r e s e e n t 0 t>e t h e inci
dent radiation and the radiant heat flux, respectively. For this 
work, the radiant heat flux is of greater interest than the inten
sity, and a complete solution for * I ( T ) will suffice. 

The boundary conditions for a reflective inner boundary 
and zero incident energy at the outer (vacuum) boundary are 

i(TX, n) = 
xonlT\ 

+ P\i(Ju - / * ) . M>°. 

and 

'(T"2.M) = 0, II<0 

(10a) 

(\0b) 

where pl, the reflectivity of the surface, includes specular and 
diffuse components. Substitution of equations (10) into equa
tions (8) gives four boundary conditions. The solution for the 
ODEs of equation (9), for radiative equilibrium and no heat 
source (Tong and Swathy, 1988) is 

* 0 (T)= — C,+ 4 - (£T-1/2)[C2/1/2«T) 
T 5 

-C2Km(iiT)] + C4 

* l ( T ) = 

(11a) 

(lib) 

duction problem much easier. This is possible only through an 
analytical solution. Here, the system of equations is 
analytically solved (Appendix A), and Q is obtained in the 
form 

C, = ^ 4 / 1 ^ 6 ^ 1 (12) 

It now remains to solve the conduction problem of equation 
(2) in the sphere, subject to the following boundary condi
tions: 

a t r = 0, t>0: 

at/• = /?!, / > 0 : 

dT 

dr 

k-

= 0 

dT 

dr 

(13a) 

(136) 

and the initial condition 

T(t = 0,r) = T, (13c) 

The boundary conditions of equation (13) can be nondimen-
sionalized and rearranged as 

df 
at r = 0, / > 0 : =0 

at r = r. t>0: 

dT 

dr 

df 
~dr~ Nrr\ 

(14a) 

(146) 

In equation (146), since the explicit dependence on Tx is re
tained, the conduction problem becomes easier to solve. The 
conduction problem is solved using an explicit finite difference 
scheme. Milton and Gross (1973) have studied explicit finite 
difference schemes for problems with nonlinear boundary 
conditions, and derived stability criteria. In general, explicit 
schemes are less complicated, less expensive, and are better 
suited to such problems, although they restrict the size of the 
time step. In this work, a nondimensional time step of 0.0001 
is employed, and the scheme is stable for conservative choices 
of the space step. 

In summary, the assumptions made in this analysis are as 
follows: 

(;') The sphere is surrounded by a finite, gray, absorbing-
emitting-isotropically scattering medium, with a spatially in
dependent albedo. 

(ii) Heat transfer is by conduction within the sphere, and 
radiation in the medium. Convection and conduction are 
neglected in the medium. 

(Hi) Neither the sphere, nor the medium have volumetric 
heat sources. 

(iv) Quasi-steady energy transfer prevails in the medium. 

*2(7)= T{^~ ~3 * T'W2[C^^ T)-C3^5/2« T)]] 

and 

* 3 ( T ) = T - 1 / 2 [ C 2 / 7 / 2 ( £ r) + C3A-7/2tt T)] + 
10 Cj 

(lie) 

(lid) 

where £ =V35/9, and the Ts and K's are the Bessel function of 
the first and third kind, respectively. In writing equations (11), 
isotropic scattering (a0 = 1, a„, (n>0) = 0) has been assumed. 
If anisotropic scattering is to be investigated, nonzero values 
for a„ (n > 0) are chosen depending upon the type of scattering 
considered, and the degree of the PN approximation 
employed. For the P{ case, the effect of anisotropic scattering 
is studied by Bayazitoglu and Suryanarayana (1988). 

The constants Cl,C2,Ci, and C4 can be obtained by apply
ing the boundary conditions of equations (10). Cu which is 
the only constant that appears in the solution for ^ ( T ) , is of 
interest here. It must be noted that an explicit dependence on 
Tx in the solution for ^ ( T ) makes the coupling with the con-

Results and Discussion 

Numerical solutions that were obtained by the analysis of 
the previous section are presented. Results include the effect 
of cloud optical thickness and the conduction to radiation 
parameter (Nr) on the transient temperature, and the effec
tive emissivity of the sphere in the presence of a surround
ing participating vapor. 

No Cloud (Nonparticipating Medium). The solution for 
the transient surface temperature for the case of a sphere 
radiating directly to space is important because it can be used 
for comparison with existing solutions. For the case of 
T{ = T2 = 1, the problem is identical to the one solved by Ayers 
(1970), with the only difference being that due to a slightly dif
ferent definition, the conduction to radiation parameter 7V> 
differs from the one used in this work by a factor of 4. In Fig. 
2, the transient nondimensional surface temperature for 
various values of Nr is shown, for the case where no cloud sur
rounds the sphere. The results obtained by using the finite dif
ference scheme of this work were compared wherever possible 
with those of Ayers, and agreed within 2 percent. 
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Fig. 3(a) Transient temperature at the surface for the case r1 = 1 

Participating Medium. The effect of a participating 
medium surrounding the material was investigated quan
titatively for various optical thickness ratios. In all calcula
tions, an co of 0.8 was used, with p, =0.7 and e, =0.3. The 
values of pj and el chosen are typical of liquid metal surfaces, 
which are usually specularly reflective, and a> = 0.8 allows for 
scattering. It should be noted that the radius of the sphere cor
responding to a given r t depends on the extinction coefficient 
|8 of the medium. In the context of liquid metals processing 
and space manufacturing, T1 = 10 represents a very large 
sphere, and Tj = 0.1 represents a very small sphere. It is the in
termediate sizes (T, — 1-5) that are of practical interest. In this 
work, results were obtained for four different sizes of the 
sphere, T, =0 .1 , 1, 5, and 10. It was found that for TX =0.1 the 
change in the emissive power at the surface was very small 
when compared to the case where the medium is transparent. 
The effect for T, = 1, 5, and 10 for various optical thickness 
ratios is depicted by the cooling curves of Figs. 3(a) , 3(fc), 
and 3(c). As TJ increases, the vapor cloud begins to have a 
more pronounced effect. The cloud acts as a radiative in
sulator, and the sphere takes much longer to cool to a given 
temperature, in comparison to the no-cloud case. As the con
duction to radiation parameter Nr increases, the sphere takes 
longer to feel the effect of the cloud. 

The effect of varying the optical thickness of the cloud is 
shown in Fig. 4, at Nr = 0.025 and t* = 0.001. For spheres with 
larger TX, an increase in the optical thickness ratio causes at 
first a rapid, and then a gradual increase in the temperature at 
the surface. From Fig. 4, it is observed that increasing the op
tical thickness beyond a point has no significant effect on the 
surface temperature. 

In comparison with the no-cloud case, the effect of the 
cloud can be included in an effective emissivity of the surface, 
which is a function of the optical thickness parameters and 
surface properties of the sphere. This enables one to state the 
boundary condition of equation (136) in the form 

dT 
at r = R, t>0: 

dr 
eeff dT* (15) 

where, for the no-cloud case, eeff = e{. From the P} solution of 
equation (10a), this effective emissivity eeff can be expressed as 

4F,e 1n 
(16) 

0.0001 0.001 0.01 0.1 1 

nondimensional time, t 

Fig. 3(b) Transient temperature at the surface for the case T1 = 5 
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reduction in the heat transfer from the surface of the sphere, 
as a result of the insulating effect of the cloud. By using eeff in
stead of 6[ in the earlier solutions for radiative cooling prob
lems in space, solutions can be obtained for the cases where a 
participating vapor surrounds the body. 

The expression for effective emissivity from the P 3 approx
imation is rather involved, as F, is a long, cumbersome coeffi
cient involving Bessel functions of fractional order. The P, 
approximation, on the other hand, gives a simple, algebraic 
expression. A brief description of the derivation of the effec
tive emissivity expression using the P , approximation follows. 

Pj Approximation. In the P , approximation, the two 
ODEs for radiative equilibrium are 

dqr 2q> 

dr T 

and 

dG 

= 0 (17a) 

dr 
= - 3 ( 1 - ^ , ) ^ 

Equations (17) can easily be solved for G and qr to give 

2,{\-wax)T
2 

and 

G = + d. 

(lib) 

(18a) 

(186) 

where d\ and d2 are constants, which are obtained by applying 
the boundary conditions of equations (8). Once the constants 
are obtained, the expression for effective emissivity from the 
Pi solution can be easily shown to be 

46! 
e e f f -

[<-'•>£-i] 3(1-0)0,) I1 -Pi 1+Pi 

transfer, and hence the effective emissivity of the surface. At 
T[ =2 , for example, the error when compared to P 3 is of the 
order of 15 percent. Such an error may be sufficient for many 
engineering applications, and either Fig. 5 or equation (19) can 
be used in design calculations. 

It must be borne in mind that both P , and P3 are approx
imate solutions, and are not very accurate at the boundaries, 
especially for radiative equilibrium. The P 3 approximation 
yields a solution with an accuracy of the order of 8 to 15 per
cent, for spherical symmetry (Bayazitoglu and Higenyi, 1979). 
The employment of either higher-order PN approximations or 
some other more accurate approximations will lead to better 
solutions for the wall heat flux, if a highly accurate solution is 
desired. However, for PN approximations beyond P 3 the solu
tions are numerical, and explicit solutions for the temperature 
profile, heat flux, or the effective emissivity cannot be 
obtained. 

Conclusion 

The transient radiative cooling of a conductive sphere, sur
rounded by a gray, radiatively participating medium has been 
studied. The spherical harmonics method was used to solve the 
equation of radiative transfer, and a finite difference scheme 
was used to solve the conduction problem. Solutions have 
been obtained for various optical thicknesses, using the third-
order differential approximation. It has been found that the 
medium has a very small effect on the transient temperature at 
the surface of the sphere for small T, . For spheres with larger 
T( , the cloud has a significant effect, even when the cloud is a 
thin blanket. 

An expression was obtained for the effective emissivity of 
the surface in the presence of a participating cloud, using both 
P 3 and Px approximations. This can be readily used to include 
the effect of a cloud when solving problems of radiative cool-

]K co«[)r 

(19) 

The simplicity of equation (19) makes it attractive to use in 
preference to the P 3 solution whenever a quick, practical solu-. 
tion is desired. A comparison of the effective emissivity results 
from P, and P 3 (Fig. 5) shows that the modest P , agrees quite 
well with the P 3 solution, especially when T, and T2/T1 are 
large. As expected, the Pt solution overestimates the heat Houston Area Research Center (HARC). 

ing in space. The expression derived from the P , approxima
tion is simple, and sufficiently accurate for engineering 
applications. 
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On applying the boundary conditions of equations (10), the 
equations (11) reduce to a linear system of four simultaneous 
algebraic equations 
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Heat and Mass Transfer During 
Piloted Ignition of Cellulosic Solids 
This study presents the results of an experimental and theoretical investigation into 
the heat and mass transfer processes that occur during piloted ignition of cellulosic 
materials. The experiments were conducted on both horizontal and vertical samples 
of thick pieces of wood initially at ambient temperature. The time required to ignite 
the sample in the presence of a pilot flame and the surface temperature-time history 
of the sample were recorded. The data so obtained were used to identify the critical 
surface temperature at ignition. These results compare well with those previously 
reported in the literature. Based on the experimental observations an approximate 
analytical model for the piloted ignition process was developed. The model predic
tions are in good agreement with the experimental measurements. This model is 
based on the following observations: (i) Critical conditions at ignition are achieved 
solely by external radiation and surface radiant emission plays a dominant role in 
determining the surface temperature at ignition, and (ii) although the heat lost by 
the flame to the solid at the instant of ignition is significant and may cause thermal 
quenching its contribution to the enthalpy rise of the solid is negligible. Also, to 
simplify the description of the gas-phase combustion process the concepts of nearly 
constant limit diffusion flame temperature at extinction and nearly constant heat of 
combustion of oxygen for most hydrocarbons are profitably employed. The approx
imate model presented here provides simple formulas that show good agreement 
with the experiments. It also provides some justification for the use of critical sur
face temperature and critical fuel mass flux as ignition criteria. 

Introduction 
The ease with which cellulosic materials such as wood, 

paper, and cotton may be ignited is important in determining 
the fire hazard and fire growth rate in buildings. Hence it is 
necessary to understand how combustible solids ignite, and 
to develop a model capable of predicting the ignition 
characteristics of materials in a fire environment. Typically, in 
building fires, thermal radiation from the flames, the ceiling 
layer of hot gases, and the hot walls is the primary cause of ig
nition of the as-yet-unburned materials. This ignition may be 
spontaneous or piloted. In this work, the heat and mass 
transfer processes that occur during piloted ignition of solids 
that are exposed to external radiation are examined both ex
perimentally and theoretically. 

A considerable amount of work on piloted ignition of solids 
has been done in the past, and several reviews have also been 
published. The review by Kanury (1972) and the recent work 
of Kashiwagi (1981, 1982) provide excellent sources of general 
information. Thus, only the relevant aspects are considered 
here. 

Numerous experimental methods have been developed to in
vestigate the piloted ignition phenomenon. Essentially, the 
sample (vertical or horizontal) is exposed to external radiation 
in the presence of a pilot (a small flame or an electrical heat 
source) and the time required for sustained flaming and the 
surface temperature of the sample are measured. The data are 
then correlated to deduce an empirical ignition criterion. 
Several criteria, such as critical surface temperature at ignition 
(Atreya et al., 1985), critical fuel mass flux (Bamford et al., 
1945), critical char depth (Sauer, 1965), critical mean solid 
temperature (Martin, 1965), etc., have been proposed. Of 
these, the critical fuel mass flux at ignition seems to be 
physically the most correct, but surface temperature has 
proved to be the most useful, since it can be conveniently 
related to the fire spread rate (Quintiere, 1981). 

Contributed by the Heat Transfer Division and presented at the 2nd 
ASME-JSME Thermal Engineering Joint Conference, Honolulu, Hawaii, 
March 1987. Manuscript received by the Heat Transfer Division March 10, 
1988. Keywords: Combustion, Mass Transfer. 

It is important to note that all of the above criteria are in
direct quantities assumed to be closely related to ignition. The 
actual process is quite complex. The solid must first chemical
ly decompose to inject fuel gases into the boundary layer. 
These fuel gases must then mix with the surrounding air to 
produce a flammable mixture that is ignited by the pilot flame. 
To achieve sustained ignition the fuel production rate must 
enable the heat released by the flame to overcome the heat 
losses to the surface and the ambient surroundings. A 
theoretical description of the piloted ignition process will 
therefore require a time-dependent model for the 
simultaneous processes of solid-phase thermal decomposition 
and gas-phase mixing and combustion in the two-dimensional 
boundary layer. The absence of such comprehensive models 
has necessitated the various attempts to develop the empirical 
ignition criteria discussed above. In this paper a simplified 
analytical approach is sought in order to (i) establish a rela
tionship between the critical surface temperature and the 
critical fuel mass flux at ignition, and (ii) determine the critical 
surface temperature at ignition by examining processes occur
ring in the gas phase. 

Experiments 

Experiments were conducted in both horizontal and vertical 
configurations on thick samples of various woods (0.75 in. 
thick) initially at ambient temperature. Figure 1 schematically 
shows the experimental arrangement. Further details of the ex
perimental setup are given by Atreya (1984) for the horizontal 
mode and Robertson (1979) for the vertical mode. These 
samples were suddenly exposed to a known constant external 
radiation flux F. Infrared heaters at a radiation temperature 
of 850±50°C were used to provide external radiation and the 
heat flux F was continuously measured by a water-cooled 
wide-angle total heat flux transducer. The time required to ig
nite the sample in the presence of a pilot flame and the surface 
temperature-time history of the sample were recorded by ther
mocouples (TC; Fig. 1). These data were used to identify the 
critical surface temperature at ignition and the lower limit of 
the incident heat flux. 
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Fig. 1 Schematic of ignition experiments; black dot marked TC 
represents the surface thermocouple 

Experimental Observations 

It is instructive to examine in detail the surface temperature 
history during the last few instants preceding ignition. Figure 2 
shows an enlarged view of the measured surface temperature 
profile at the time of sustained ignition for the horizontal case. 
A similar result was obtained for the vertical case, although 
the flashes (unsustained flaming) were far less pronounced. 
This is because for the horizontal case the flashes occurred in 
the middle of the sample, directly above the thermocouple, 
whereas for the vertical case they often did not cover the entire 
sample and remained close to the pilot flame far from the ther
mocouple. For the low heat flux experiment shown in Fig. 2 
one observes that there was sufficient time between flashes for 
the surface to achieve thermal equilibrium with the external 
radiation, since between flashes the surface temperature 
resumes its steady increase. Figure 2 also shows that the ex
trapolated surface temperature1 at the time of sustained flam
ing is less than the momentary rise in temperature caused by 
the flashes and yet sustained flaming was not achieved. In 
other words, for sustained flaming to occur it is necessary for 
the surface temperature, caused by external radiation, to rise 
to some critical value (372°C in Fig. 2). The contributions of 
gas phase exothermicity must not be included in the deter
mination of this critical value. Furthermore, the total heat 
contribution to the solid because of the flashes (which is pro
portional to the area under the peaks) is small compared to 
that due to external radiation. Thus, it may be concluded that 
although the heat lost by the flame to the solid at the instant of 
ignition is significant (and may cause thermal quenching, 
resulting in a flash) its contribution to enthalpy rise of the 
solid is negligible and, consequently, the critical conditions for 
ignition are achieved primarily by the externally applied 
radiation. 

This is the surface temperature that would have been achieved solely by ex
ternal radiation in the absence of ignition. In Fig. 2, it has a value of 372°C and 
is defined as the temperature of ignition. 

Sustained Ignition 

IGNITION OF RED OAK 
Flux = 1 . 8 8 W / c m 2 

Measured 
temperature 395°C 
at the time of 
Ignition 

Temperature of 
Ignition - 372°C 

Time of Ignition 
749 a 

610 630 670 690 
TIME Is) 

Fig. 2 Enlarged view of the surface temperature-time history at the 
time of sustained ignition for the horizontal case. Intersection of the 
time for sustained ignition and the extrapolated surface temperature is 
defined as the temperature of ignition 

Analysis 

The preceding experimental observations suggest that, to a 
first approximation, the piloted ignition problem may be 
decoupled into the following two physical processes: (/) solid-
phase thermal decomposition, caused by external radiation, to 
produce fuel gases, and (if) establishment of a diffusion flame 
in the gas-phase boundary layer under the influence of heat 
losses. 

Solid-Phase Model. In the solid-phase model presented 
here the sample is assumed to be moisture-free, opaque, and 
sufficiently thick to enable the semi-infinite approximation to 
be made. Surface oxidation and internal heat transfer between 
the pyrolysis gases and the solid matrix are ignored. The ther
mal properties are assumed to be temperature-independent 
and the net heat required to decompose a unit mass of wood 
thermally is taken to be zero (Atreya, 1983). The decomposi
tion is assumed to occur according to a first-order global 
chemical reaction with a known and fixed final char density pj 
(the superscript "*" identifies dimensional quantities). 

With these approximations the equations describing the 
one-dimensional decomposition process are: 

Mass balance 

dM* 
_____ 

______ 
at* 

(i) 

A = 
c = 

c = 
pg E = 
F = 

h = 

H = 
AH = 

L = 
M = 
R = 
t = 

T = 

pre-exponential factor 
specific heat of solid 
specific heat of gas 
activation energy 
externally applied radiative 
heat flux 
average heat transfer 
coefficient 
nondimensional value of h 
heat of combustion 
length scale 
fuel mass flux 
ideal gas constant 
time 
temperature 

X 

y 

Y0 
8 
e 

e 
X 
V 

P 
a 
E 

= position coordinate 
= nondimensional mass flux, see 

equation (21), et seq. 
= oxidizer mass fraction 
= char yield 
= surface emissivity 
= nondimensional temperature 

difference = T— 1 
= thermal conductivity 
= mass-based stoichiometric 

coefficient 
= density 
= Stefan-Boltzmann constant 
= nondimensional a 

•3>- = total heat flux into solid at 
surface 

Subscripts 

d = diffusion 
/ = flame, final value 
g = gas 
p = penetration depth 
5 = surface value 

oo = ambient value 

Superscripts 
4 = dimensional quantity 
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Energy balance 

dT* 

dt* dx 

Decomposition kinetics 

dp 

d <x*4?-) dx* 

Z- = -A*(p*-p?)exp(-E*/RT*) 

The boundary and initial conditions are 

T*(x*, 0)= r*(oo, t*)= 71,p*(x*, 0) 

= (Bi,M»(oo,/*) = 0 

and the net heat flux into the solid is given by 

dT* 

-x *— ( o,n 
= e [F* - ^ ( 7 ? - 7^) - c*(Tf - 7^4)] 

(2) 

(3) 

(4) 

(5) 

Here h* is the average convective heat transfer coefficient. 
The evaluation of h* is complicated because (0 the surface 

temperature of the sample is continuously changing, and (if) 
the heat losses from the surface do not occur primarily by free 
convection. In fact, a major portion of the incident heat flux is 
lost by radiative emission. Thus, the use of correlations for h* 
obtained from either constant surface temperature or constant 
heat flux (all of which is lost by free convection) is ques
tionable. Furthermore, there are blowing effects from the 
evolution of pyrolysis gases, although these are expected to be 
negligible for piloted ignition. 

In view of the above complications only an approximate 
value of h* can be obtained from the Nusselt number correla
tions available in the literature. Also it seems more ap
propriate to use the constant surface temperature condition 
because: (0 The surface temperature at piloted ignition is near
ly constant, and (if) for the range of heat fluxes of concern 
here (2 to 6 W/cm2) the rate of change of surface temperature 
is small when it is in the neighborhood of the piloted ignition 
temperature (see Fig. 2). Thus, for laminar free convection 
over vertical and horizontal surfaces the suggested^ corre
lations (Kanury, 1982) are Nu = 0.59 Ra1/4, and Nu = 0.54 
Ra1/4, respectively. For the horizontal case the characteristic 
length in the Rayleigh number (Ra) is obtained by dividing the 
surface area by the perimeter. 

To nondimensionalize the above equations a length scale is 
defined as L* = \*^T*,/eF*, which is obtained as the ratio of 
thermal conduction and incident heat flux. Also, a diffusion 
time is defined as ^=£*2/(X£,/pJ,c*). The remaining non-
dimensional variables are defined as follows: 

Decomposition kinetics 

dp 

dt 
•=-A(p-8)e-E/T 

The initial and boundary conditions become 

T(x, 0) = T(oo, f) = p(x, 0)= 1, M(oo, f) = (T| 

(9) 

(10) 

- x - ^ - ( ° . t) = l-H(Ts-l)-E(r/- 1) J 

Solution of this nonlinear set of equations will yield the 
transient temperature and density distributions inside the 
solid. The problem contains five nondimensional parameters. 
Of these, the activation energy E, the pre-exponential factor 
A, and the char yield 8 control the decomposition kinetics, and 
H and E control the heat loss from the sample surface. 

Integral Solution. Because of the highly nonlinear nature 
of the problem an exact analytical solution cannot likely be 
found. Thus, approximate integral methods are employed. 
Considerable simplification of the problem is obtained by 
noting that during the initial stages of thermal decomposition, 
it is necessary to consider only the inert heating of the solid, 
whereby p = 1 (which makes equation (9) unnecessary) and 
X = 1. The result is a linear heat conduction equation with a 
nonlinear boundary condition. It is convenient to define 
6=T-l so that equations (8) and (10) become 

JL™ (11) 
dt dx2 

and 

0(*,O) = 0(oo, 0 = 0 

d6 
dx 

-(0, 0 = 1 - / T O , - E [ ( 0 , + ! ) * - ! ] - * , 

(12) 

Defining xp(t) as the penetration distance such that for 
x>xp(t), for all practical purposes, T=l (i.e., 6 = 0). The 
temperature profile 

>=-H*„-x)2 (13) 

satisfies the conditions 6(0, t) = 6s, 6(xp, t) = 0, and 
[ 30/3x] x = 0 . From the heat-flux boundary condition at x=0 
one finds xp(i) = 26s/$s, where # s is given by equation (12). 
Substituting this into equation (13) gives 

( A ft2 \ 
(14) 

T=T*/Tt, P = P*/PI, x=x*/L*, t = t*/tS, 

h*TL 
E=E*/RT*a, A=A*t*d, 8f = p}/pl, H=-

M=M*t*d/plL*, £ = CJ*T**/F*, \--

eF* 
(6) 

Hence, the nondimensional equations become 
Mass balance 

dM dp 

dx dt 
Energy balance 

dT 

dx \ dx / 

(7) 

(8) 

Thus, the problem is now reduced to finding 6S as a function 
of time. This is done by satisfying the energy balance ex
pressed by equation (11) in an integral sense. By integrating 
equation (11) with respect to x from 0 to x„(t) and substituting 
xp = 26s/$s one finds (6s/<t>2)dds/dt + d(dl/2$2)/dt=3/2. In
tegration of this result over time from 0 to t and using 
0 ^ = 0) = Ogives 

' - ! 

es6,dd. 

#2 T" 2$? 
(15) 

This integral can be solved by using partial fraction expan
sions; the results, however, are cumbersome and impractical. 
In order to obtain a simple and reasonably accurate formula 
for 0 ,̂(0 in the temperature range of interest (300 K s T* S600 
K, i.e., O s 0 s S 1) equation (12) is rewritten as 

* , = 1 - (H+ 4L)6S - E02 [0S
2 + 40, + 6] (16) 
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Here the factor in square brackets varies slowly from a value 
of 6, for 6S = 0, to 11, for 6S = 1. Thus, by replacing this factor 
with its integrated average, 25/3, * s given by equation (16) 
can be approximated to within ± 3 percent in the range 
O < 0 < 1 . Hence, equation (15) becomes, approximately, 

eje. 
Jo [l+Ads+B62

s] 

3t 
~2~ 2$? 

(17) 

where A=-(H+4L) and 5 = - ( 2 5 / 3 ) E . This integral is 
evaluated in various mathematical handbooks (Gradshteyn 
and Rhyzik, 1965); thus equation (17), after simplifications, 
reduces to 

-ri 
10AB6, 26S(A+2B6S)^ 

0*, J (18) 

where $ = {A1-AB)>Q> and $S = 1+A6S+B6*. Equation (18) 
enables the determination of 8s(t). The in-depth temperature 
profile is then obtained from equation (14). 

It will be shown in the section on comparison with ex
periments that the predicted temperature distribution given by 
equations (14) and (18) can be used in equations (7) and (9) to 
calculate the fuel mass production rate in the initial stages of 
decomposition. From equations (7) and (9), one finds, upon 
integration, 

M„ = = A(l-8)[)™e~E/«>+l'>dx (19) 

where p = 1 was used and 6 is given by equations (14) and (18). 
For small x, 0=0S - * # , ; therefore, the upper limit of integra
tion is replaced by x„ax = 6s/$s=xp/2, the distance from the 
surface where 6 = 0. By substituting this into equation (19), in
tegrating, and keeping only the lowest-order terms of the 
asymptotic expansion for large E, one obtains 

[-
exp [ -£(1-1/7 ; ) ] 

n J 
(20) 

[Note that nearly all the contribution to the asymptotic expan
sion comes from the interval near x = 0; the choice of the up
per limit for x does not affect the result.] 

Equation (20) shows that MS(TS = 1) = 0, and that Ms in
creases exponentially with increasing Ts(t). However, the at
tainment of a maximum value of Ms and the subsequent decay 
usually observed in the experiments is not obtained because 
equation (20) is valid only for the initial stage of the decom
position process, [since p= 1 is used in equation (10)]. Equa
tion (20) relates the measurable quantities Ms and Ts to the 
chemical parameters (A, E, S) and the heat-loss parameters 
(H, £) contained in $s. The parametric dependence of Ms on 
A, E, 5, Ts, and * , is similar to the inert-stage formula of 
Wichman and Atreya (1987). Note that equation (20) also 
relates the surface temperature at ignition (if known) to the 
critical fuel mass flux. 

Gas-Phase Energy Balance. The fuel injected into the gas-
phase boundary layer by thermal decomposition of the solid 
will sustain a diffusion flame only if the heat produced by the 
flame is equal to or greater than the heat losses. Otherwise the 
flame is thermally quenched, resulting in a flash. By assuming 
that the equality holds at the instant of sustained ignition, the 
highest possible temperature of the diffusion flame can be ob
tained simply by an energy balance (Kanury, 1982). Also, ex
tensive studies on extinction of opposed-flow diffusion flames 
(Ishizuka and Tsuji, 1981) have shown that near extinction the 
limit flame temperature is remarkably constant for most 

hydrocarbons and is about 1550 K. This empirical result, when 
combined with the gas-phase energy balance, yields an equa
tion for determining the critical fuel mass flux. The energy 
balance is written as 

M!c;g(T}-Tf) + 
M* 

vYn 
-c*m{T}- 71) 

+ h*(T}~ Tf)E(y) = AH*M* (21) 

where TJfis the limit flame temperature, v is the fuel-to-oxygen 
ratio by mass, Y0oo is the oxygen mass fraction and 
E(y) [ =y/(e" - 1), where y = M*c*pg/h* = (Ms/H)(c*/c*) from 
equation (6)] is the correction factor required for the heat 
transfer coefficient in the presence of mass transfer (Bird et 
al., 1960). For low mass transfer rates (i.e., small Ms), which 
is the case for ignition, E(y) » 1. By simplifying and rewriting 
equation (21) in a nondimensional form one obtains 

M c = -
vY0o3H(Tf-Ts) 

[AH-(Tf-l)-vY0a(Tf-Ts)] 
(22) 

where Tf=TJ/Tl, is the normalized limit flame temperature 
and AH=AH*vY0al/c*gTZ, is the normalized heat of combus
tion of air.2 It has been found that AH is very nearly constant 
for most hydrocarbons (Huggett, 1980; Rasbash, 1976) and its 
value is approximately equal to 9.25 (where the average 
specific heat of the gas c*g and ambient temperature 71 are 
taken as 1.12 J/gK and 20°C, respectively). For a given fuel, 
vY0oo is also a constant and for wood its value is approximate
ly 0.29 (Atreya, 1984). Thus, equation (22) relates Ms to Ts 

with Has a parameter. Physically, the right-hand side of equa
tion (22) is the ratio of heat lost by the flame to the sample sur
face divided by the excess combustion heat available after ac
counting for the heat required to bring both fuel and air to the 
flame temperature Tj. At ignition both equations (20) and (22) 
must be satisfied. Together they provide a unique solution for 
the piloted ignition problem. These equations may also be 
used for determining the critical fuel mass flux and the critical 
surface temperature at ignition. Furthermore, once the critical 
surface temperature has been determined the ignition time can 
be obtained from equation (18). 

Comparison with Experiments 

Figure 3 shows a comparison of the measured and predicted 
surface temperatures. The curves marked .E^and E2 are for ex
periments conducted on "dry" wood (dried at 105°C for 12 h) 
and on wood at equilibrium with laboratory air (70 percent 
R.H. and 22°C), respectively. The weight lost during these 
low-heat-flux experiments is primarily because of the loss of 
moisture and is almost linear for the time duration of these 
tests. Note that the two distinct evaporation rates of moisture 
produce a difference of about 15°C in the surface temperature 
and that the evaporation rate is nonzero even for "dry" wood. 

Theoretical predictions for dry wood from Carslaw and 
Jaeger (1959) for the cases of pure conduction and conduction 
with convective losses are also shown in Fig. 3 as the curves 
marked Tl and T2, respectively. The curve T3 shows the 
calculations based on equation (18) for experiment E2. 

The linear theories (Ti and T2) considerably overpredict the 
surface temperature. For the calculation of T3 a correction for 
the energy required to evaporate moisture was made. This 
quantity was estimated by using the constant weight-loss rate 
and latent heat of evaporation for water. The result (0.05 

The energy released upon complete combustion of a unit mass of fuel is call
ed the heat of combustion of the given fuel. This energy when calculated per unit 
mass of the stoichiometric amount of air required for combustion is termed the 
heat of combustion of air. 
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IGNITION TIMES - MAHOGANY 
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EXTERNAL RADIATION » 0.71 W/cm' 
(COTTON WOOD) 

E, E, gm ' 

300 450 600 
TIME (sec)-

Fig. 3 A comparison of measured and predicted surface temperature 
showing the effect of radiant emission. Weight loss shown is due to 
desorption of moisture. E-\: experiments on wood dried at 105°C for 12 
hours; E2: experiments on wood at 70 percent R. H. and 22°C; T^, T2 and 
T3 are theoretical calculations for a semi-infinite solid based on pure 
conduction, conduction with convective losses, and conduction with 
convective and reradiative losses, respectively. Properties used were: 
P* = 470 kg/m3, e = 0.85, c* = 1.38 J/gK, X* =0.126 W/mK, and ft* =8.4 
W/m K. All temperatures shown are above ambient (22°C). 

W/cm2) was then subtracted from the incident heat flux to ob
tain the corrected heat flux used to generate the curve T3. This 
procedure is mathematically correct because equation (18) was 
obtained by satisfying the energy balance in an integral sense, 
and because the evaporation rate is very nearly constant for 
these tests.3 The comparison between E2 and T3 is, however, 
better than expected. 

A further test of equation (18) is made by comparing the 
predicted and measured times for piloted ignition, which oc
cur at an approximately constant surface temperature. Figure 
4 shows such a comparison for tests conducted on horizontal 
and vertical samples of mahogany. Curve a is calculated for 
the vertical case using a heat transfer coefficient of 15 W/m2 

K (Quintiere et al., 1983) while curve b is calculated for the 
horizontal case with an estimated heat transfer coefficient of 
10 W/m2 K. For both calculations an average measured 
piloted ignition temperature of 375°C was used and thermal 
properties were obtained from Atreya (1984). (The choice of 
this piloted ignition temperature is not arbitrary. The value of 
375°C is completely justified by the graphic solution of the 
governing equations, shown in Fig. 6.) Once again, the com
parisons are encouraging, even though enough decomposition 
took place during these experiments to allow piloted ignition 
to occur (recall that equation (18) was derived for the inert-
heating stage). This provides justification for using p=\ in 
equation (19). 

Equations (18), (20), and (22) together provide an approx
imate solution for the piloted ignition problem. They relate 
the time, surface temperature, and mass flux at ignition to the 
conditions of the experiment and the thermophysical and ther-
mochemical properties of the solid and the gas phases. It is 
revealing to compare these predictions with the experiments. 

Figure 5 shows the measured surface temperatures at igni-

The total energy flux required to evaporate moisture may be obtained by 
rewriting equation (8) as dT/dt-d2T/dx^-\-QEyApdpm/dt, where pm is the 
moisture density, and p — X = 1 has been used for dry wood. Now, by integrating 
over x from jr=0 to x = °° and using dpm /dr= dAfEVAp /<**< one finds 
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Fig. 4 Measured and predicted time for piloted ignition as a function of 
external rediation: curve a is for ft* = 15 W/m2 K and curve b is for ft* = 10 
W/m2K 

tion for mahogany at different levels of external radiation for 
both the horizontal and the vertical sample orientations (fur
ther details of effect of sample orientation on piloted ignition 
are given by Atreya et al., 1985). These temperatures are well 
within the range reported in the literature (300°C-540°C) and, 
for reasons already stated, they do not include any contribu
tions from gas-phase exothermic reactions. In terms of the 
nondimensional surface temperature 7̂  the measured range is 
between 2.05 and 2.3. This measured range is also shown on 
Fig. 6, which represents a graphic solution of equations (18), 
(20), and (22). 

In Fig. 6, the calculations were carried out for three dif
ferent levels of external radiation (2, 3, and 4 W/cm2) and two 
different values of the nondimensional pre-exponential factor 
A in equation (9) (this was done to cover the range quoted in 
the literature). The values of other properties taken 
from various handbooks were e = 0.85, 7^=293 K, H* = 10 
W/m2K, E= 123kJ/g mole, 6 = 0.25, c* = 1.38 J/gK, p i = 500 
kg/m3, and h* = 15 W/m2K. The curves labeled gas-phase (A/) 
are obtained from equation (22) whereas the curves labeled 
solid-phase (M) are obtained from equation (20). The intersec
tion of these curves is the ignition point, which yields a unique 
solution for the fuel mass flux and surface temperature at igni
tion. Once the latter is known the time for piloted ignition is 
obtained from the bottom graph. 

It is interesting to note that the predicted ignition 
temperatures lie within the measured range and that for a 
given set of parameters they are indeed very nearly constant. 
Note that from Fig. 6 the average predicted critical surface 
temperature for A = 1010 is 325 "C and for A = 109 is 375°C. 
The latter value of surface temperature at piloted ignition was 
used in the calculations of curves a and b shown in Fig. 4. 

The results shown in Fig. 6 also indicate that though the 
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Fig. 5 Measured surface temperatures at the time of ignition for dif
ferent external radiation conditions 

nondimensional fuel mass flux Ms shows a considerable varia
tion with external radiation, its dimensional counterpart M* is 
almost constant, with a value of about 1.8 g/m2 s. Further
more, variations in the decomposition kinetics (which may 
cause a change in the value of A from 109 to 1010) seem to pro
duce a larger variation in the surface temperature at ignition 
but only a minor change in the critical fuel mass flux at 
ignition. 

Conclusions 

In this work the results of an experimental and theoretical 
investigation into the heat and mass transfer processes that oc
cur during piloted ignition are presented. The predictions of 
the integral model developed herein show good agreement 
with the experimental measurements. This model is based on 
the following observations: (0 Critical conditions at ignition 
are achieved solely by external radiation and surface radiant 
emission plays a dominant role in determining the surface 
temperature at ignition, (if) Although the heat lost by the 
flame to the solid at the instant of ignition is significant and 
may cause thermal quenching, its contribution to the enthalpy 
rise of the solid is negligible. This permits a decoupling of the 
gas and the solid phase equations, (iii) The concepts of nearly 
constant limit diffusion flame temperature at extinction and 
the nearly constant heat of combustion of air for most 
hydrocarbons can be profitably employed to approximate the 
extremely complicated gas phase combustion process by a sim
ple energy balance. Finally, although more comprehensive 
models for the piloted ignition process are sorely needed the 
approximate model presented here provides simple formulas 
that show good agreement with the experiments. It also pro
vides the conditions under which the often-used critical sur
face temperature and critical fuel mass flux ignition criteria 
are valid. 

Acknowledgments 

The first author would like thankfully to acknowledge the 
help and support provided by Professor H. W. Emmons and 
Dr. J. G. Quintiere. This material is based upon the work sup-

0.05-

0.04-

^ 0.03-

o 
5 0.02-

0.01 

0.00 

4 W/cm' 
- - 3 W/cm" 

2 W/cm' 

2.00 2.25 

Surface Temperature(T s ) 

2.50 

20.0-

10.0-

F* = 2 W/cm' 
F* = 3 W/cm' 
F* = 4 W/cm' 

I MEASURED 1GN. I 
k - TEMPERATURE --{ 

RANGE 

1.75 2.50 2.00 2.25 

Surface Temperature(T s ) 

Fig. 6 Graphic solution of equations (18), (20), and (22) 

ported by the Center for Fire Research, National Bureau of 
Standards under grant No. 60NANB5D0578. 

References 

Atreya, A., 1983, "Heat of Decomposition in Wood Pyrolysis," Proceedings 
of the Eastern States Section of the Combustion Institute, paper No. 37. 

Atreya, A., 1984, "Pyrolysis, Ignition and Fire Spread on Horizontal Sur
faces of Wood," NBS-GCR-83-449, National Bureau of Standards, 
Washington, DC. 

Atreya, A., Carpentier, G., and Harkleroad, M., 1985, "Effect of Sample 
Orientation on Piloted Ignition and Flame Spread," First International Sym
posium on Fire Safety Science, pp. 97-109. 

Bamford, C. H., Crank, J., and Malan, D. H. 1945, "The Combustion of 
Wood," Proceedings of the Cambridge Philosophical Society, Vol. 42, pp. 
166-182. 

Bird, R. B., Stewart, W. E., and Lightfoot, E. N., 1960, Transport 
Phenomena, Wiley, New York. 

Carslaw, H. S., and Jaeger, J. C , 1959, Conduction of Heat in Solids, 2nd 
ed., Oxford University Press, London, United Kingdom. 

Gradshteyn, I. S., and Ryzhik, I. M., 1965, Table of Integrals, Series and 
Products, Academic Press, New York. 

Huggett, C , 1980, "Estimation of Rate of Heat Release by Means of Oxygen 
Consumption Measurement," Fire and Materials, Vol. 4, pp. 61-65. 

Ishizuka, S., and Tsuji, H., 1981, "An Experimental Study of Effect of Inert 
Gases on Extinction of Laminar Diffusion Flames," Eighteenth Symposium 
{International) on Combustion, The Combustion Institute, Pittsburgh, PA, 
pp. 695-703. 

Kanury, A. M., 1972, "Ignition of Cellulosic Solids—A Review," Fire 
Research Abstracts and Reviews, Vol. 14, No. 1, pp. 24-52. 

Kanury, A. M., 1982, Introduction to Combustion Phenomena, Gordon and 
Breach Science Publishers, New York. 

Kashiwagi, T., 1981, "Radiative Ignition Mechanism of Solid Fuels," Fire 
Safety Journal, Vol. 3, pp. 185-200. 

Kashiwagi, T., 1982, "Effects of Sample Orientation on Radiative Ignition," 
Combustion and Flame, Vol. 44, pp. 223-245. 

Martin, S., 1965, "Diffusion-Controlled Ignition of Cellulosic Materials by 
Intense Radiant Energy," Tenth Symposium {International) on Combustion, 
The Combustion Institute, Pittsburgh, PA, pp. 877-896. 

724/Vol. 111, AUGUST 1989 Transactions of the AS ME 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Quintiere, J. G., 1981, "A Simplified Theory for Generalizing Results From a 
Radiant Panel Rate of Flame Spread Apparatus," Fire and Materials, Vol. 5, 
pp. 52-60. 

Quintiere, J. G., Harkleroad, M., and Walton, D., 1983, "Measurement of 
Material Flame Spread Properties," Combustion Science and Technology, Vol. 
32, pp. 67-89. 

Rasbash, D. M., 1976, "Theory in the Evaluation of Fire Properties of Com
bustible Materials," Proceedings of the 5th International Fire and Protection 
Seminar, Karlsruhe, Federal Republic of Germany, Sept., pp. 113-130. 

Robertson, A. F., 1979, "A Flammability Test Based on Proposed ISO 

Readers of 
The Journal of Heat Transfer 
Will Be Interested In: 

HTD-Vol. 102 

Thermal Hydraulics of Nuclear Steam Generators/Heat 
Exchangers 
Editor: Y.A. Hassan 
The papers in this volume reflect the latest developments of continuously evolving technology in 
the main nuclear steam supply system components. 
1988 Order No. G00479 84 pp. $24 List $12 ASME Members 

To order, write ASME Order Department, 22 Law Drive, Bex 2300, FaiiNeld, NJ 07007-2300 
or call 1-800-THE-ASME (843-2763) or FAX 1-201-832-1717. 

Journal of Heat Transfer AUGUST 1989, Vol. 111 / 725 

Spread of Flame Test," Third Progress Report, Intergovernmental Maritime 
Consultative Organization, IMCO FP/215. 

Sauer, F. M., 1956, "The Charring of Wood During Exposure to Thermal 
Radiation: Correlation Analysis for Semi-infinite Solids," Interim T. R. 
AFSWP-868, USDA Forest Service. 

Tsuji, H., 1982, "Counterflow Diffusion Flames," Progress in Energy and 
Combustion Science, Vol. 8, pp. 93-119. 

Wichman, I. S., and Atreya, A., 1987, "A Simplified Model for the Pyrolysis 
of Charring Materials," Combustion and Flame, Vol. 68, pp. 231-247. 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N. Merry 

B. Rubinsky 

Department of Mechanical Engineering, 
University ot California at Berkeley, 

Berkeley, CA 94720 

Energy Storage in a Fluidized Bed 
An experimental study was performed to investigate the possible use of a compound 
that undergoes solid-to-solid phase transformation for energy storage in a fluidized 
bed configuration, and to determine the heat transfer characteristics of this system. 
It was shown that the heat transfer coefficients from a surface immersed in the 
fluidized bed are a function of the bed temperature and of the temperature of the 
immersed surface. The heat transfer process is enhanced by the phase transforma
tion by as much as a factor of four relative to the heat transfer in the same material 
without phase transformation. The experimental results suggest the possible ex
istence of a thermal resistance between the surface immersed in the fluidized bed and 
the particles, which is responsible for the particular experimentally observed thermal 
behavior. 

Introduction 
Thermal energy storage systems provide more efficient use 

of energy through conservation of otherwise wasted energy for 
later use. The systems are employed in industrial processes 
that use or reject low-grade energy, with time varying energy 
sources such as solar and wind, and with time varying energy 
users such as heating and cooling of building systems. It is 
common to use in energy storage devices materials that have 
large energy storage capability per unit volume, such as 
materials that undergo solid-to-liquid phase transformation 
with large changes in enthalpy. There are however several 
practical problems with the use of the these materials. For ex
ample, the molten material must be confined to retain the 
structural integrity of the system, which increases the cost of 
the energy storage process. Also, since in these systems energy 
is transferred from the outer surface by diffusion heat 
transfer, only a limited region in the material, corresponding 
to the temporal position of the change of phase interface, is 
engaged in the energy storage process. This leads to a low 
energy storage capacity per unit time. 

Murrill and Breed (1969) have studied compounds that 
undergo solid-to-solid phase transition (STSPT) associated 
with large changes in enthalpy, for use as thermal capacitors 
to buffer the temperature change of earth orbiting satellites 
passively. The materials identified were plastic crystals that ex
hibit mesocrystalline phases and high transitional enthalpy 
during solid-to-solid phase transition, between the crystalline 
and plastic crystalline states. These materials reversibly absorb 
large amounts of energy during solid state phase transforma
tion at specific temperatures below their melting temperature, 
and therefore can be used for energy storage without being 
confined. 

Since most of the STSPT materials are produced as small 
crystals, Rubinsky (1983) suggested using these materials for 
energy storage in a fluidized bed configuration. A gas-solid 
fluidized bed contains particulate matter through which a gas 
is passed. Sufficiently high flows of gas produce vigorous mix
ing of the solid particulates, which yields good heat transfer 
between the fluidized bed and surfaces immersed in the 
fluidized bed. The use of the STSPT materials for energy 
storage in a fluidized bed configuration should therefore yield 
high heat transfer between any heat exchanger surfacer im
mersed in the fluidized bed and the solid particulates. Further
more, there should be an active participation in the energy 
storage process of the whole fluidized bed and a higher and 
uniform energy storage rate per unit volume. 
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17, 1987. Keywords: Packed and Fluidized Beds, Phase-Change Phenomena, 
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Numerous studies have been reported on the heat transfer in 
a fluidized bed and comprehensive descriptions can be found 
in several publications such as Zabrodsky (1966), Abuaf and 
Gutfinger (1974), Botterfill (1975), Saxena et al. (1978), and 
Saxena and Ganzha (1984). Abuaf and Gutfinger (1974) have 
shown that the heat transfer coefficients in fluidized beds in
crease with an increase in the heat capacity of the fluidized 
particles. Botterill et al. (1981) have demonstrated experimen
tally that in a thermal regime not dominated by radiation or 
gas convection, the maximal heat transfer coefficients on a 
surface immersed in the fluidized bed increase only slightly 
with an increase in surface temperature. (The small increase is 
attributed to the increase in the thermal conductivity of the gas 
with temperature.) In a fluidized bed of STSPT compounds 
the change in enthalpy during phase transformation is large 
and it should have a similar effect on heat transfer coefficients 
as a large heat capacity, i.e., the heat transfer coefficients 
should increase when the STSPT particles undergo phase 
transformation. The STSPT particles will undergo phase 
transformation if the temperature of the immersed surface is 
above the phase transition temperature while the particles are 
at a temperature below the phase transition. Therefore, heat 
transfer coefficients in a fluidized bed of STSPT particles 
should be dependent on the temperature of the immersed sur
face relative to the phase transition temperature. This will ob
viously be different from the behavior in fluidized beds of par
ticles that do not undergo phase transformation. 

In this study a new experimental system was designed and 
experiments were performed to demonstrate that the STSPT 
materials undergo phase transformation in a fluidized bed 
configuration and to determine the effect of the immersed sur
face temperature on the heat transfer. The experimental ap
paratus was tested first in a fluidized bed of glass particles. 

Experiments with glass particles have verified that in 
materials that do not undergo phase transformation the max
imal heat transfer coefficients are not dependent on the 
temperature of the immersed surface. Experiments with 
STSPT particles have shown that the heat transfer coefficients 
were strongly dependent on both the surface temperature and 
the fluidized bed temperature. A possible qualitative explana
tion of the results is presented. 

Experimental System. Several of the materials that can be 
of potential use for energy storage and their thermal proper
ties are listed in Table 1 (Murrill and Breed, 1969). The 
material chosen for this study was neopentyl glycol (2, 
2-dimethyl-l,3-propanediol) a material that could become 
useful for residential energy storage because of its thermal 
properties and low cost and because it is relatively innocuous. 
The material was purchased from the Aladine Company and is 
readily available from many other suppliers. 
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Table 1 Thermal properties of different materials that 
undergo solid-to-solid phase transformation 

FLUID BED 
COMPUTER FOR CONTROL 

CHART RECORDER AND DATA ACQUtSmON 

Compound 

Pentaerythritol 
12,2-Bis (hydroxymethyl 
1,3 propanediol) 

Pentaglycerin 
(2-hydroxymethyl-
2 methyl-1,3-
propanediol) 

2-amino-2 methyl 
1,3-propanediol 

Neopentyl glycol 
(2,2-dimethyl-
1,3-propanediol) 

T, K 

457-458 

354 

349-351 

313-316 

AfY, kJ/kg 

303.4 

263 

222.9 

131 

T, K 

531-533 

470-471 

383-385 

398-399 

AH, kJ/kg 

36.8 

42 

28.2 

42 

Microscopic observations of the neopentyl glycol crystals 
have shown that the crystals have a boxlike shape with a ratio 
of approximately five to one between the long and short sides 
of the box. The mean diameter of the particles was determined 
to be 0.4 mm by sieving using the averaging formula by Bot-
terill (1979). The size distribution was between 0.05 and 0.65 
mm. The plastic crystals are soft, waxy, and hygrophobic. 

The experiments reported in this study were performed in a 
two-dimensional fluidized bed with a cross section of 3.5 cm 
by 22.9 cm and a height of 83.2 cm, described earlier by 
Rubinsky and Sterns (1983). The experimental system is 
shown schematically in Fig. 1. The air to the fluidized bed was 
supplied from a central compressor at 6.81 Pa through a 
pressure regulator, a Drierite air drier, oil filters, and a custom 
designed air heater. The air flow rate was measured with a 
Fisher-Porter rotometer. The pressure drop across the fluid
ized bed was measured by a Merriam Instruments manometer 
filled with measurement oil using a glass tube capped with a 40 
urn porous plug at the bottom of the fluidized bed. In typical 
fluidized bed experiments it is observed that the temperature 
of surfaces immersed in the fluidized bed fluctuates in time 
(e.g., Richardson and Shakiri, 1979; Baskakov et al., 1979; 
Botterill, 1975). This temperature fluctuation, which is 
acceptable in experiments with materials with weak 
dependence of thermal properties on temperature, is not ac
ceptable in experiments with STSPT compounds, in particular 
when the temperature of the surface is near the compound's 
phase transition temperature. To eliminate the surface 
temperature fluctuation we have designed a special computer-
controlled experimental system that can maintain a probe at a 
constant surface temperature during the experiments while 
recording the instantaneous heat dissipation required to main
tain the constant temperature. 

A schematic diagram of the heat transfer probe used in this 
work is shown in Fig. 2. The probe was constructed by encas
ing an N-type (120 Ohm) thermofoil Minco heater by a rec
tangular 0.05 mm copper shell (3.5 cm by 3 cm). The thin cop
per foil was chosen to produce a probe with a low thermal 
mass to facilitate the determination of the instantaneous heat 
transfer to the fluidized bed. Thermal compound was used to 
assure uniform thermal distribution in the probe and good 
thermal contact between the heater and the copper walls. The 
probe temperature was measured by two 0.0254 mm type K 
thermocouples soldered on the inner side of the copper wall, 
one at the center of the probe, and the other on the long axis 
of symmetry of the heat transfer surface, at a distance of 1 cm 
from the first thermocouple. The probe was positioned in the 
fluidized bed, with the heat transfer surface normal to the 
larger (22.9 cm by 83.2 cm) surfaces of the fluidized bed, and 
in the direction of the air flow. The probe was pressed between 
the two larger surfaces of the fluidized bed with its center at a 
height of 15 cm from the bottom of the fluidized bed, at an 
equal distance from the narrow sides of the chamber. 

11IFRMOCOIIPLR 

PRESSURE REGULATOR 

Fig. 1 Schematic of the experimental system 

MINCO HEATER 

THERMOCOUPLE 
K TYPE 

POWER INPUT 

COPPER FOIL 

Fig. 2 Schematic of the heat transfer probe 

The unsteady heat transfer in fluidized beds required main
taining the heat transfer probe at a constant temperature while 
varying rapidly the power dissipation and at the same time 
recording both the surface temperature and the power con
sumption. This was accomplished by a parallel data acquisi
tion and control system. The heart of the system was a Z-Tech 
Systems personal microcomputer equipped with an IBM data 
acquisition and control board. The signals from the probe 
thermocouples were amplified by a Cole Palmer Model 20B 
thermocouple amplifier. The thermocouple amplifier, which 
incorporates also a multiplexer, was controlled by the com
puter. The multiplexer allowed the program to sample all the 
thermocouples involved in the experiment together with an 
electronic cold junction. Among the temperature data sam
pled was also the bulk temperature of the fluidized bed, which 
was measured with an additional thermocouple located 10 cm 
away from the center of the probe, at the same height. 

The control system operated at a temperature sampling rate 
of 28 samples per second. This sampling rate was proven suffi
ciently high to stabilize the temperature of the immersed sur
face and counteract the fluctuations in heat transfer. The 
translation of the control output signal into a high-power 
signal was accomplished by a custom-designed amplifier that 
operated the heater probe. The computer output was a digital 
signal in the range of 0V to 10 V, which was translated to an 
analog current signal by the amplifier. The heater probe used 
direct current with a maximum power consumption of 
42.72 W. 

The software required to run the experiment is primarily a 
proportional-integral control algorithm written in the C pro
gramming language and can be found in Merry (1988). In a 
typical experimental protocol the computer program collects 
the temperature of the probe and the bulk temperature of the 
fluidized bed and, without recording the data, echoes these 
values to the computer monitor. In the program, the 
temperature of the probe is compared to the desired value and 
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Fig. 3 Heat transfer coefficients in a fluidized bed of glass particles as 
a function of air flow rate 

Fig. 4 Dimensionless heat transfer coefficients in a fluidized bed of 
glass particles as a function of surface temperature 

the power consumption needed to maintain a constant probe 
temperature is determined by the proportional-integral control 
algorithm. A discrete voltage value is sent by the computer to 
the amplifier, which delivers the direct current flowing 
through the probe. The known current can be used together 
with the known constant value of the probe resistance to 
evaluate the instantaneous power dissipation by the probe, 
which is also displayed on the terminal. Once the temperature 
of the probe has stabilized at the desired value, the command 
to start recording the data is given from the terminal. During 
the data acquisition part, the probe temperature fluctuations 
were found to be less than 0.5°C peak to peak. The uniformity 
of the temperature distribution in the probe was confirmed by 
the measurements of the two thermocouples in the probe and 
was found to be within the range of the temperature fluctua
tions. The sampling period was 40 seconds, during which the 
instantaneous temperature of the surface and the heat 
dissipated were recorded for 1120 sampling points. In addition 
to the data acquisition and the control program, the computer 
calculated the standard deviation of the heat flux and the 
probe temperature from the 1120 data points and displayed 
the standard deviation and average heat transfer from the sur
face, calculated using the formula 

1120 . 

h=[Zgl/(T,-T„))/(nA) (1) 

where h is the average heat transfer coefficient, q and T,- are 
the heat flux and the temperature of the rth sample, Tb is the 
bulk temperature of the fluidized bed, A is the probe surface 
area, and the summation is over n sample points. 

Between three and six experiments were performed for each 
of the experimental results shown in the figures of this 
publication. The error bars in the different figures represent 
the value of 2a (i.e., two standard deviations). The standard 
deviation was calculated from the distribution of values of the 
instantaneous heat transfer coefficients evaluated for each 
sampling point and represents the variation of 3360 to 6720 
data measurements. The major cause for the experimental 
uncertainty is the nonuniform heat transfer, typical to fluid
ized beds, which is caused by the intermittent interaction of 
the immersed surface with air bubbles and the particles. 

Experimental Results and Discussion 

Preliminary experiments have shown that despite the 
relative large mean diameter of the particles, the neopentyl 
glycol crystals fluidize in a way that resembles fluidization in 
fine powders (Richardson and Shakiri, 1979). First, with an 

increase in air flow rate, channels form through the fluidized 
bed. The channeling continues with an increase in air flow rate 
until suddenly bubbles start forming and a fully fluidized bub
bling bed results. 

Experiments were performed to evaluate and calibrate the 
experimental system. Since the neopentyl glycol particles 
fluidize in a channeling, powderlike form, a spherical glass 
powder was used for the preliminary experiments. The mean 
diameter of the glass particles was 78 /im and the size range 
was between 52 jim and 100 /xm. For each experiment the 
height of the fluidized bed was measured together with the 
pressure drop across the fluidized bed. A set of experiments 
was performed in which the heat transfer coefficients were 
determined as a function of the fluidizing air flow velocity and 
the probe surface temperature. 

Figure 3 shows the heat transfer coefficients as a function of 
air flow rate. The experiments were performed with a fluidized 
bed at a temperature of 22°C and for a probe with a surface 
temperature of 40°C. The initial height of the fluidized bed 
was 260 mm and the bed expanded to 289 mm. The minimal 
fluidization velocity, evaluated from the expansion of the bed 
and the pressure drop across the bed, was 0.018 m/s. The 
maximal heat transfer coefficient in this figure is 390 W/m2K, 
which compared well with the experimental results obtained 
by Richardson and Shakiri (1979, Table 3), who determined 
experimentally, for similar glass particles, a maximal heat 
transfer coefficient of 353 W/m2K. 

Additional experiments were performed to determine the ef
fect of probe temperature and bed temperature on heat 
transfer coefficients in a fluidized bed of glass particles. 
Figure 4 shows dimensionless heat transfer coefficients, in a 
fluidized bed at 22°C, as a function of probe surface 
temperature for different air flow velocities. The heat transfer 
coefficients in Fig. 4 were normalized with respect to the heat 
transfer coefficients for the same air flow rates in Fig. 3. It is 
evident that, as anticipated (Botterill et al., 1981), the heat 
transfer coefficients increase very little with an increase in the 
temperature of the probe. Increasing the temperature of the 
fluidized bed to 25 °C and 35 °C did not produce results 
significantly different from those shown in Fig. 4. 

The special mode of fluidization of pure neopentyl glycol 
has been described earlier. First channeling occurs, and then, 
with an increase in air flow rates, fluidization starts suddenly. 
Initially, a high air flow rate was required to start the fluidiza
tion. However, once the fluidization was started, lower air 
flow rates could sustain the fluidization process. Because of 
this fluid flow behavior, we were able to perform experiments 
only with the fully fluidized, bubbling bed, which is a state in 
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Fig. 5 Dimensionless heat transfer coefficients in a fluidized bed of 
neopentyl glycol as a function of surface temperature 

which maximal heat transfer is expected, and in which the air 
flow rate does not have a significant effect on heat transfer 
coefficients. 

Seven different air flow rates between 0.1 m/s and 0.55 m/s 
were used in this work. The initial height of the fluidized bed 
was 214 mm and the bed expanded during fluidization to 240 
mm. The results of the experiments are given in Fig. 5. 

Figure 5 shows heat transfer coefficients as a function of 
probe surface temperature for fluidized beds with initial 
temperatures of 22°C, 34°C, and 38.5°C. The heat transfer 
coefficients have been normalized with respect to 75 W/m2K, 
which is the heat transfer coefficient for fluidization without 
phase transformation determined in a fluidized bed of neo
pentyl glycol in which the initial fluidized bed temperature was 
22°C and the probe surface temperature was 35°C. The data 
for all the flow rates was concentrated in a single curve since 
the air flow rates, in the range studied in this work, did not af
fect the heat transfer coefficients in a systematic way. 

The special behavior of the heat transfer coefficients in 
fluidized beds of neopentyl glycol becomes evident when Fig. 
5 is compared with Fig. 4. The dramatic effects of the probe 
temperature and of the initial fluidized bed temperature on the 
heat transfer coefficients can be attributed only to the solid to 
solid phase transformation in neopentyl glycol. 

A comparison between the different curves in Fig. 5 shows 
that a small increase in the initial temperature of the fluidized 
bed has a large effect on the behavior of the heat transfer coef
ficients as a function of probe surface temperature. The heat 
transfer coefficients for a fluidized bed at an initial 
temperature of 22°C are practically independent of the probe 
surface temperature. This behavior is typical to fluidized beds 
of particles that do not undergo phase transformation as 
demonstrated in Fig. 4. However, when the initial temperature 
of the fluidized bed is 38.5°C the heat transfer coefficients are 
a strong function of the probe surface temperature and in
crease by a factor of four with an increase in probe surface 
temperature from 45°C to 70°C. The only possible explana
tion for this behavior is that phase transformation occurred in 
the fluidized bed and this, as predicted, resulted in a signifi
cant increase in the heat transfer coefficients. Obviously the 
STSPT particles can be used for energy storage and the heat 
transfer coefficients increase significantly when energy is 
stored in the fluidized bed. 

A possible explanation for the experimental results de

scribed earlier will be given next. Heat transfer with phase 
transformation is characterized by the propagation of an in
terface on which the phase transition occurs from the outer 
surface of the domain, on which the heat is applied, to the in
terior. In a fluidized bed of STSPT particles, the phase transi
tion interface will propagate from the point of contact be
tween the particles and the immersed surface into the particle. 
The propagation of the solid-to-solid phase transition inter
face is obviously slow because of the large change in enthalpy 
during phase transformation and because the associated 
energy must be introduced by diffusion from the outer sur
face. Numerous studies are available on the propagation of 
the phase transition interface. A simplified equation for the 
position of the interface as a function of time can be found in 
Lunardini (1981) 

s^2kt{T,-Tph) (2) 

where k, the thermal conductivity of the STSPT particle, is 
0.324 J/mK; p, the density, is 720 kg/m3; L, the change in en
thalpy upon phase transformation, is 131 kJ/kg; and 7̂  — Tph, 
the difference in temperature, between the probe surface 
temperature and the phase transition, in this experiment was 
40°C. The time of contact between the particles and the probe 
surface has the same order of magnitude as the experimentally 
determined fluctuation in the heat flux. These fluctuations 
were on the order of 0.1 seconds. It can be found from equa
tion (2) that during the time a particle resides near the im
mersed surface, the phase transition interface will penetrate no 
more than 0.15 mm from the outer surface. Obviously this 
penetration is less than the average size of a particle and 
therefore the heat transfer in fluidized beds of STSPT par
ticles will be dominated by the energy transfer process on the 
interface between the first layer of particles and the probe 
surface. 

In order to explain the heat transfer process in fluidized 
beds, many researchers have postulated the existence of a ther
mal resistance between a surface immersed in the fluidized bed 
and the fluidized bed (Baskakov et al., 1971; Gabor, 1970; 
Yoshida et al., 1968). This thermal resistance was attributed 
by researchers to different mechanisms, all of which are 
related to the existence of a layer of air between the particles 
and the immersed surface. Kubie (1985) suggested that this 
resistance is a consequence of the increased voidage near the 
surface, while Glicksman and his co-workers (Decker and 
Glicksman, 1981; Gloski et al., 1984) have shown that this 
resistance is due to the contact resistance between the particles 
and the surface. 

The experiments with the STSPT particles show that the 
heat transfer coefficients do not increase when the 
temperature of the fluidized bed or the probe temperature are 
low relative to the phase transition temperature. In a fluidized 
bed at 22 °C the heat transfer coefficients do not increase even 
when the probe surface is at 75"C. This implies that under cer
tain circumstances the STSPT particles do not undergo phase 
transition even when the probe surface is above the phase tran
sition temperature. These results can be explained by the ex
istence of the thermal resistance between the particles and the 
surface, across which there is a temperature drop and through 
which the heat must be transferred to the particles. When the 
temperature drop across the thermal resistance is too large the 
particles do not reach the phase transition temperature. 

Figure 5 shows that when the initial temperature of the bed 
was 34°C and 38.5°C, the heat transfer coefficients started in
creasing for probe surface temperatures higher than 50 °C and 
45°C, respectively. These results can be explained qualitatively 
in terms of the transient process of heat transfer between the 
particles and the fluidized bed. In fluidized beds particles 
spend a relatively short time near the probe surface. During 
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the time a particle is near the probe surface it will be heated 
and its temperature will increase as a function of time. If the 
time of residence of the particle near the surface is long 
enough relative to the time required to heat the particle to the 
phase transition temperature, phase transition will occur and 
the heat transfer coefficients will start to increase. Obviously, 
in our experiments with fluidized beds at 35°C and 38.5 °C, 
the particles reached the phase transition temperature, while in 
the fluidized beds at 22 °C the phase transition temperature 
was not reached even for the highest probe surface temper
ature used in our experiments. A higher probe surface 
temperature will result in more material undergoing phase 
transformation during the time a particle is near the probe. 
This might explain the observed increase in heat transfer coef
ficients with probe surface temperature. 

Conclusions 
An experimental study was performed on the heat transfer 

in a fluidized bed of neopentyl glycol, a compound that 
undergoes solid-to-solid phase transformation with a large 
change in enthalpy. A new experimental system was designed 
to determine the heat transfer coefficients from a probe im
mersed in the fluidized bed and maintained at a constant 
temperature. The results show that the heat transfer is en
hanced by the phase transformation process and that the heat 
transfer coefficients are a strong function of both the fluidized 
bed temperature and the probe surface temperature. These 
results can be explained qualitatively by the existence of a ther
mal resistance between the surface immersed in the fluidized 
bed and the fluidized bed. The results of this study indicate 
that the neopentyl glycol could be used effectively for energy 
storage. 
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Void Fraction Measurements 
During Saturated Pool Boiling of 
Water on Partially Wetted Vertical 
Surfaces 
Void fraction profiles adjacent to a vertical wall 6.3 cm wide and 10.3 cm high were 
measured during nucleate boiling. The experiments were conducted in saturated 
water at 1 atm pressure. In the experiments, the wettability of the surface was varied 
by controlling the degree of oxidation of the surface. Static contact angle was used 
as an indicator of the surface wettability. The void fraction was measured with a 
gamma densitometer. The experimental results show that the maximum void frac
tion occurs about 1-1.5 mm away from the heater surface. The wall void fraction, 
the maximum void fraction, and the thickness of the void layer increase with wall 
heat flux. It is found that for a given heat flux, the wall void fraction increases as the 
surface becomes less wettable, whereas the maximum heat flux decreases with in
crease in contact angle. 

Introduction 

Of all the modes of boiling, nucleate boiling is associated 
with the highest heat transfer coefficients. As a result, this 
process is of great interest with regard to applications as well 
as basic understanding. Numerous studies of nucleate boiling 
heat transfer have been reported in the literature. The results 
of these studies have generally been given in the form of cor
relations. So far, relatively few attempts have been made to 
describe the nucleate boiling process in a mechanistic way, and 
those efforts have met with little success. The primary cause 
for the very limited success of those attempts is a lack of 
understanding of the interaction of several surface and fluid 
parameters. To facilitate further development of mechanistic 
models of nucleate boiling and maximum heat fluxes, the pur
pose of the present work is to determine experimentally the in
terplay between the wall void fraction, surface wettability, and 
vapor flow dynamics away from the wall. 

The earliest correlation for nucleate boiling is that of 
Rohsenow (1952). This correlation, though not based on 
sound reasoning of the physical mechanisms, has been very 
successful in predicting the observed nucleate boiling data. 
According to this correlation, the dependence of wall heat flux 
on wall superheat is written as 

, jg(p,-Pv) ( cplAT \ 
(Pr,)" (1) 

In equation (1), the parameters Cs, m, and n are obtained em
pirically. The parameter Cs accounts for the effect of surface 
finish and wettability and as such varies with fluid-surface 
combination. The constants n and m have generally been 
found to vary between 3 and 4 for water. One reason for the 
success of this correlation is that it combines a correct length 
scale with appropriate thermophysical properties. Subsequent 
work has led to some modifications (Dwyer, 1974) of the 
above correlation but not in any significant way. 

A prerequisite to the development of a mechanistic model 
for nucleate boiling is the delineation of various mechanisms 
by which energy can be transferred from the heater surface. It 
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has generally been accepted that transient conduction and 
evaporation at nucleation sites and convection over the inac
tive regions of the heater are the relevant mechanisms. 
However, at higher heat fluxes, evaporation dominates over 
the two mechanisms. A comparison of the magnitudes of heat 
transfer rates associated with these mechanisms and related 
discussion is given by Hsu and Graham (1976). 

Although most of the energy at high heat fluxes is trans
ferred by evaporation, the location at which evaporation oc
curs at the bubble surface was a controversial topic in the 
1960s. Two points of view have been that evaporation occurs 
over the upper surface of a bubble as opposed to underneath a 
bubble. Subsequent work lends credence to the earlier conten
tion of Moore and Mesler (1961) that most of the evaporation 
occurs underneath the bubbles. 

Apart from a detailed description of the modes of heat 
transfer, a mechanistic model also requires a knowledge of the 
site density as a function of wall superheat, vapor bubble size 
and its area of influence, bubble release frequency or super
ficial vapor velocity, and the vapor flow dynamics in the 
vicinity of the heater. The site density and bubble size and 
shape are strongly influenced by surface characteristics such as 
finish, wettability, cleanliness, etc. Because of the involvement 
of numerous variables and their interactions, the development 
of a totally mechanistic model for nucleate boiling has been an 
insurmountable task. Fath and Judd (1978) attempted to 
predict nucleate boiling heat flux on a mechanistic basis. 
However, they employed several of the parameters inferred 
from the experiments and as a result simply established the 
self-consistency of their model. 

Further progress in the development of mechanistic models 
for nucleate boiling strongly depends not only on the correct 
modeling of the various transport processes but also on the 
parameters that characterize the heater surface and the fluid 
flow conditions away from the wall. In this context, the pur
pose of the present work is twofold: 

(0 to determine the effect of surface wettability on 
nucleate boiling heat fluxes; and 

(('0 to delineate the interaction between the boiling process 
at the wall and the vapor flow dynamics away from the wall. 
The second objective is met through the measurement of void 
profiles adjacent to the heated vertical wall. This study was 
designed to lay the ground work for our future efforts toward 

Journal of Heat Transfer AUGUST 1989, Vol. 111/731 
Copyright © 1989 by ASME

  Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Gaseous 
Nitrogen 
Supply 

Variable AC 

Power Supply Test Surface 

Diffuser 

Heater 

Drain 

Fig. 1 Schematic diagram of the test setup for pool boiling study 

development of a theoretical model for the complete boiling 
curve. 

Experiments 

The experimental apparatus used in this study was essential
ly the same as that described earlier by Bui and Dhir (1985) 
and by Liaw and Dhir (1986). Figure 1 shows a schematic 
diagram of the apparatus. The test surface is rectangular in 
shape and has a width of 6.3 cm and a height of 10.3 cm. The 
surface was machined from one end of a cooper rod having a 
purity of 99.9 percent. Eight cartridge heaters, four rated at 
2 kW and the other four rated at 1 kW, are embedded in the 
copper rod. Thirty-gage chromel-alumel thermocouples are 
positioned along the vertical axis of the rectangular boiling 
surface at four locations, 8, 26, 52, and 77 mm from the lower 
edge. At each vertical location, four thermocouples were 

embedded at various depths normal to the boiling surface. The 
test section is mounted on one side of a viewing and liquid 
holding chamber. Glass plates are placed on the remaining 
three sides of the chamber for simultaneous observation of the 
front and side views of the boiling phenomena on the test sur
face. The liquid holding and viewing chamber is a square duct 
with a 14 cm by 14 cm cross section. 

Startup of a typical experimental run began with deaeration 
of the test liquid by vigorous boiling in a reservoir and with 
preheating of the test section. The chamber was then filled 
with the test liquid from the reservoir and the boiling process 
was commenced. The power to the heaters was controlled with 
an autotransformer and was determined by voltmeter and 
ammeter readings. A steady-state condition was assumed to 
exist when the temperature of the test section changed less 
than 1 K in 5 min. All of the tests reported in this work were 
carried out in a steady-state mode. For these tests, the ther
mocouple output was recorded directly on a Fluke data logger. 
The wall heat flux was determined by knowing the 
temperature gradient, which was linear through the copper 
block except near the edges. The surface temperature was ob
tained by extrapolating the known temperature profile at a 
given vertical location. A balance between the energy input in 
the cartridge heaters and the energy lost at the boiling surface 
and the copper block surface was also made. At a boiling sur
face heat flux of 74 W/cm2, the calculated energy loss rate 
agreed to within 5 percent of the energy input rate. 

Surface Preparation and Measurement of Contact 
Angles. A well-defined procedure already described in detail 
(Liaw and Dhir, 1986) was used to obtain surfaces of different 
degrees of wettability. In this procedure, the polished surface 
of a copper disk (secondary surface) was heated in air while in
creasing the surface temperature at about 6 K/min until the 
surface temperature reached a desired value. The surface was 
then maintained at that temperature for a predetermined 
period and was subsequently cooled at a rate of about 2 K/min 
to the temperature at which the contact angle was to be 
measured. The inset in Fig. 2 shows the surface oxidation pro
cedure. Thereafter a liquid droplet 0.2 cm3 in volume was 
placed on the test surface. The initial temperature of the 
droplet was the same as the test surface. The contact angle was 
determined from a photograph of the droplet placed on the 
test surface. Figure 2 shows the contact angles measured at 
room temperature as a function of the maximum temperature 
to which the secondary surface was heated. To obtain a 
desired degree of wettability of the primary test surface, the 
same procedure as described above was repeated. To assure 
that the surface conditions were indeed duplicated, in one in
stance the contact angles on the secondary and the primary 
surface were measured and found to be within the measure
ment uncertainty, which was about ±3 deg. 
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Fig. 2 Dependence of the contact angle measured at room 
temperature on the highest temperature attained during oxidation (the 
dark symbols are photographs of droplets) 
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Fig. 3 Schematic diagram of orientation of gamma beam with respect 
to test surface 

Void Fraction Measurement. The void fraction profiles 
adjacent to the boiling surface were obtained with a gamma 
densitometer. Figure 3 shows the orientation of the gamma 
beam with respect to the surface. The gamma densitometer 
consists of a 150-milli-Curie cesium-137 source and a Nal 
detector, both encased in lead. The diameter of the source col-
limeter is 6.25 mm (1/4 in) and that of the detector is 3.18 mm 
(1/8 in). The source and the detector are placed 0.62 m (2 ft) 
apart on a base plate, which in turn is mounted on a lift truck. 
The base plate is moved vertically upward or horizontally 
across the test surface by rotating threaded spindles. In this 
way the beam can be made to traverse the test section at 
several horizontal and vertical locations along the plate. After 
passing through the test chamber the gamma beam is absorbed 
in the detector and produces a pulsed signal. The circular area 
over which the signal is received and the area of the detector 
are experimentally found to have an eccentricity of about 2.9 
mm. As such, the pulsed signal is representative of nearly 
point value of the void fraction rather than an average over 
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Fig. 4 Variation of heat flux with wall superheat for various contact 
angles 

the cross-sectional areas corresponding to the source or the 
detector. The signal magnitude was analyzed and sorted in an 
HP model 401D pulse analyzer. The signal output was printed 
on a TMC model 500A printer. 

Prior to the measurement of void fractions on the boiling 
surface, calibration for the attenuation of the beam intensity 
was made when the test section had only air or water in it. The 
density of air is not much different from that of water vapor. 
As a result little error (0.03 percent) is made in assuming that 
attenuation of beam intensity in water vapor will be the same 
as in air. If y is the ratio of the width of the test surface to that 
of the test chamber (see Fig. 3), the average void fraction 
across the cross section of the surface can be written as 

a = 7 (2) 
ln(/,//,) 

The variability in the void fraction due to uncertainty in the 
value of lis calculated to be ±1.4 percent. All of the distances 
normal to the wall were measured from the test surface. The 
position of the test surface (x = 0) was established by aligning 
the centerline of the gamma beam with the test surface. The 
beam center was assumed to be tangent to the surface when 
the rate at which attenuation of the beam intensity was max
imum. The uncertainty in location of the surface is estimated 
to be 0.05 mm. This introduces a calibration error as well as an 
error in the measured void fraction. The total error in the void 
fraction as a result of statistical error (±1.4 percent) as stated 
earlier, and taking into account the uncertainty in the location 
at which the void fraction is measured, is calculated to be less 
than ±0.05 at 0.4 mm from the surface. Since the uncertainty 
in the measured void fractions at distances shorter than 0.4 
mm was large, all of the reported data were limited to 
distances greater than 0.4 mm from the surface. The error in 
void fraction, however, decreases with distance from the wall 
and is calculated to be ±0.03 at 20 mm from the wall. 

The wall void fractions were determined by extrapolation of 
the data obtained at locations farther than 0.4 mm from the 
wall. The maximum uncertainty in the wall void fraction is 
found to be ±0.06 and was obtained by extrapolating the 
mean and upper and lower bounds of the data representing the 
void profiles at distances greater than 0.4 mm from the wall. It 

Journal of Heat Transfer AUGUST 1989, Vol. 111/733 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Values of Cs for different contact angles 

0,deg CS 

14 
27 
38 
69 
90 

0.0209 
0.0202 
0.0194 
0.0186 
0.0172 

10 15 
x (mm) 

Fig. 5 Void profiles at midplane of the test surface for a contact angle 
of 90 deg 

should be stressed here that for well-wetted surfaces the inter
face shape could change rapidly very near the wall. For these 
surfaces the uncertainty in the wall void fraction could con
ceivably be higher than that evaluated in this work. 

Results and Discussion 

The nucleate boiling data were obtained under steady-state 
conditions at a system pressure of 1 atm with saturated water 
as the test liquid. The reported void fractions represent an 
average over the width of the plate and over time. The 
reported heat transfer data were obtained under steady-state 
conditions. 

Figure 4 shows dependence of nucleate boiling heat flux on 
wall superheat for contact angles of 90, 69, 38, 27, and 14 deg. 
The reported data are for the higher end of nucleate boiling 
and no attempt was made to obtain data near inception of 
nucleate boiling. In all cases, the dependence of wall heat flux 
on wall superheat is similar, i.e., q-AT13. However, as the 
surface wettability improves, the approach to maximum heat 
flux becomes gradual and a higher superheat is required to at
tain the same heat flux. The maximum heat flux nevertheless 
increases as the surface wettability improves. Although it is 
not the purpose of this work to develop a correlation, it is 
found that the constant Cs in Rohsenow's equation (1) varies 
almost linearly with contact angle. The values of Cs are given 
in Table 1. In Fig. 4, the data of Nishikawa et al. (1984) for 
saturated water at one atmosphere pressure boiling on a cop
per plate are also plotted. The contact angle of water with 
polished copper is 90 deg. It is seen that their data lie between 
the 69 and 90 deg data obtained in the present work. Their 
data also show the same dependence of heat flux on wall 
superheat as do the present data. It should also be mentioned 
that at high nucleate boiling heat fluxes, Nishikawa et al. 
observed little effect of the orientation of the heater surface. 

Figure 5 shows the wall void fraction profiles at the 
midplane of the test surface for a contact angle of 90 deg and 
for heat fluxes of 25 and 57 W/cm2. At both heat fluxes, the 

Fig. 6 Void profiles at midplane of the test surface for a contact angle 
of 69 deg 
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Fig. 7 Void profiles at midplane of the test surface for a contact angle 
of 27 deg 

void fraction is nearly constant in the region immediately next 
to the wall. Thereafter it decreases nearly exponentially. The 
wall void fraction and thickness of the voided region increase 
with heat flux. Figures 6 and 7 show the midplane void pro
files for contact angles of 69 and 27 deg. General features 
shown by these profiles are similar to those observed earlier 
for a contact angle of 90 deg. However, for contact angles less 
than 90 deg, the maximum void fraction occurs at about 1 to 
1.5 mm away from the wall. For a given contact angle, the 
steepness of the profile appears to be independent of heat flux. 
However, the steepness increases with decrease in contact 
angle. This is a clear manifestation of the shape of the inter
face near the heater surface. 

It is also noted that for contact angles less than 90 deg, the 
location of maximum void fraction shows little change as heat 
flux is increased. Another interesting observation that can be 
made from Figs. 5, 6, and 7 is that though in each case the 
highest heat flux is very close to the maximum heat flux for 
that contact angle, the maximum void fraction is never equal 
to unity except when the heat flux is 87 W/cm2 for a contact 
angle of 27 deg. Since in the absence of a void fraction equal 
to unity, liquid is always available, the maximum heat flux 
must then be caused by some limitation occurring at the sur
face itself. In fact, a detailed theoretical investigation of the 
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Fig. 10 Heat transfer coefficient as a function of wall void fraction for 
several contact angles 
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Fig. 9 Dependence of wall void fraction on wall heat flux 

surface limited maximum heat flux is the topic of the com
panion paper. Occurrence of a void fraction of unity implies 
formation of a continuous vapor layer away from the surface. 
The continuous vapor layer inhibits the flow of liquid to the 
surface, hence leading to a critical heat flux condition. Thus it 
appears that a heat flux of 87 W/cm2 for a contact angle of 27 
deg represents a demarcation between surface-controlled max
imum heat flux and that controlled by vapor flow dynamics 
away from the surface. 

The void fractions as a function of distance from the bot
tom edge of the vertical plate are plotted in Fig. 8. The 
plotted data are for a contact angle of 90 deg and for a heat 
flux very near the maximum heat flux. The wall void fraction 
is observed to be independent of the vertical distance. This is 
consistent with the observed uniformity of the wall heat flux 
and the temperature along the plate. The maximum void frac
tion increases slightly with distance but there is a large increase 
in the extent of the voided region with distance. This is mainly 
because of addition of vapor along the direction of flow. It 
should be noted that in order to avoid clutter, the variability in 
the measured void fractions has not been shown in Figs. 5-8. 

The wall void fractions obtained by extrapolating the pro
files such as those shown in Figs. 5,6, and 7 are plotted in Fig. 
9 as a function of wall heat flux. For all of the contact angles, 
the wall void fractions increase with heat flux. Near the max
imum heat flux condition, the wall void fraction for all the 
contact angles lies between 0.55 and 0.8. Since the plotted void 
fractions are averaged over time and width of the plate, they 
represent the dry fraction of the heater at a given instant. 

Before proceeding further, it is pertinent to compare the 
void fractions measured in the present work with the data 
reported in the literature. Earlier attempts to measure void 
fractions during nucleate and/or transition boiling are those 
of Iida and Kobayasi (1969), Hasegawa et al. (1973), Ragheb 
and Cheng (1979), Nishikawa et al. (1984) and Dhuga and 
Winterton (1985). Both Iida and Kobayasi and Hasegawa et 
al. used a 0.04-mm-dia movable probe to measure the void 
fractions in the vicinity of a 2.9-cm-dia horizontal disk. 
Distilled water was used as the test liquid. Surprisingly, in 
both cases the maximum heat flux was only 25 W/cm2. 
Because of lack of information on the contact angles in these 
studies, it is difficult to make a meaningful comparison of the 
measured void fractions. Nevertheless if a contact angle of 69 
deg is assumed, in the present work the mean values of aw and 
amax at a heat flux of 25 W/cm2 are found to be 0.44 and 0.6, 
respectively. In comparison, Iida and Kobayasi and Hasegawa 
et al. measured void fractions of 0.53 and 0.71, respectively, at 
0.1 mm away from the wall. The maximum void fractions in 
the two studies were 0.94 and 0.85, respectively, and occurred 
at 0.5 to 1.0 mm away from the wall. 

Ragheb and Cheng (1979) used a 1.02-mm zirconium wire 
embedded in a copper block to measure the fractional surface 
area occupied by liquid during subcooled forced flow transi
tion boiling. In their work the void fraction measured at the 
maximum heat flux was only 0.15 to 0.2. Similar values of 
void fraction near the maximum heat flux on a horizontal 
plate have been reported by Dhuga and Winterton (1985). 
Nishikawa et al. (1984) used an electric probe to measure void 
fraction at 0.5 mm away from the heated plates oriented at 
different angles to the vertical. For their nucleate boiling data, 
which were plotted earlier in Fig. 4, a mean void fraction at a 
heat flux of 25 W/cm2 is found to be 0.58. This value is very 
close to the value obtained in the present work at 0.5 mm from 
a surface with a contact angle of 69 deg. 

In Fig. 10, the heat transfer coefficients are plotted as a 
function of wall void fraction for contact angles of 14, 27, 38, 
69, and 90 deg. From the plotted data, it is seen that for a 
fixed void fraction, the heat transfer coefficient increases as 
the contact angle decreases or the surface becomes more wet-
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Fig. 12 Dependence of superficial vapor velocity on dimensionless 
distance from the leading edge 

table. Since transport of energy occurs at the heater surface, 
one can infer that for a fixed wall void fraction an increase in 
heat transfer coefficient as the contact angle becomes small 
implies thinning of the liquid layer intervening between the 
vapor-liquid interface and the wall. This is shown qualitative
ly in the inset in Fig. 10. The inference drawn here also implies 
that it is the evaporation of the liquid layer (macro/micro) ad
jacent to the wall that controls the vapor volume flux leaving 
the heater. 

The maximum void fraction for all of the contact angles is 
plotted in Fig. 11 as a function of wall heat flux. The max
imum void fraction is seen to become unity as the observed 
heat fluxes approach those given by the hydrodynamic theory. 
Contrary to the wall void fraction, the maximum void fraction 
is found to be independent of the contact angle. The max
imum void fraction depends only on the magnitude of the 
vapor volume flux leaving the heater or conceivably on the 
vapor flow behavior in the pool. The location of maximum 
void fraction thus represents the boundary beyond which flow 
dynamic effects dominate. This is elaborated further in the 
following paragraphs. 

Vapor Flow Dynamics 

An assessment of vapor flow behavior away from the heater 
surface is made from the observed superficial velocity of the 
vapor. The observed superficial velocity of vapor is compared 
with the terminal velocity of a single bubble, the vapor veloci
ty in a continuous passage, and the critical velocity for Kelvin-
Helmholtz instability of a vapor jet. If an effective vapor layer 
thickness is defined as 

{
Oo 

0 
: dx (3) 

the vapor superficial velocity at a vertical location z can be 
written as 

U„=-
QZ 

pvh/g8 

The terminal velocity of a bubble or slug of vapor can be writ
ten by balancing liquid inertia with the buoyancy force on a 
bubble as 

tf, = c, 
4 ag(Pi~p„) 

Pi 
(5) 

where the constant Cx is generally assigned a value of 2.9 (see 
Lahey and Moody, 1977) for churn turbulent bubbly flow. On 
the other hand, for an inviscid vapor the velocity in a con
tinuous passage surrounded by an inviscid liquid is obtained 
by balancing the hydrostatic head with the inertia of the vapor 

Ur 
4\°g(Pl-Pv) 

Pi 
2z' 

where z' is defined as 

z ' •• 

g(Pl~Pv) 

(6) 

(7) 

and is measured from the location at which vapor starts to 
move in the vertical direction. The characteristic length used in 
equation (7) was also used to define the diameter of the bubble 
while obtaining equation (5). Since vapor is added to the pool 
uniformly along the plate, the average vapor velocity in the 
jets along the plate can be obtained by integrating equation (6) 

Ur=0.94 
4\Og(Pl-Pv) 

Pi 
4z~' (8) 

z' is measured from the leading edge of the plate. 
The critical velocity at which a vapor jet with axis parallel to 

the gravitational acceleration becomes Helmholtz unstable can 
be written (see Lamb, 1945) as 

U„ = C, 
Ajag(pi-pv) 

pi 
(9) 

where the constant C2 is of the order of unity. In writing equa
tion (9) the diameter of the jet is assumed to be proportional to 
the characteristic length used in equation (7). 

The average superficial velocity calculated from equation 
(4) is plotted as a function of vertical distance in Fig. 12. The 
velocity has been nondimensionalized with the characteristic 
velocity in equations (8) or (9). The superficial velocity is 
found to increase as the square root of the distance from the 
leading edge and is independent of the magnitude of the heat 
flux and the contact angle. The independence of the super-
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Fig. 13 Conceptualization of three regimes during pool boiling on a 
vertical surface for a contact angle of 90 deg 

ficial vapor velocity from the contact angle is indicative of the 
fact that conditions on the wall do not influence the flow 
behavior away from the wall. The nondependence of vapor 
velocity on heat flux implies that once the vapor velocity 
reaches a certain allowable value, more vapor flow passages 
develop to accommodate a higher vapor volume flux. As a 
result, the flow area or 8 increases with heat flux. Although 
the observed superficial velocity shows the same dependence 
on distance from the leading edge as is given by equation (8), 
the observed velocity is about an order of magnitude smaller 
than that predicted from equation (8). This is not unexpected 
since all of the flow area is not occupied by vapor jets. The 
observed maximum velocity at the top of the vertical plate is 
about eight times higher than that given by equation (5) for the 
terminal velocity of a bubble. This suggests that a large frac
tion of vapor definitely moves through continuous vapor 
passages. The most probable location of these passages is the 
region close to the wall. Although, according to equation (8), 
vapor velocity in the jets could continue to increase indefinite
ly with distance, the upper limit on the average superficial 
velocity will be set by equation (9). 

It should be stressed here that the above evaluation does not 
represent a model of the vapor flow dynamics but an assess
ment of the prevailing vapor flow configurations. 

From the results presented above, the boiling phenomenon 
on a heater surface can be subdivided into three regions. The 
region strongly influenced by the wall characteristics extends 
up to the outer edge of the thermal layer, which as shown in 
the companion paper has a thickness of the order of 10~5 m. 
The vapor flow dynamics dominates the region beyond the 
location at which maximum void fraction occurs. The max
imum void fraction occurs at about 10 ~3 m away from the 
wall. The intermediate region between the outer edge of the 
thermal layer and the location at which amax occurs is in
fluenced by both the wall and the vapor flow dynamics away 
from the wall. Figure 13 shows the conceptualization of the 
process. 

For partially wetted surfaces, </>>27 deg, the maximum heat 

flux condition occurs as a result of the limitation on the energy 
that can be removed from the liquid-occupied region of the 
heater. For these surfaces, the void fraction in the vicinity of 
the surface is always less than unity. Hence liquid has an easy 
access to the surface. The maximum as well as the nucleate 
boiling heat fluxes are only weakly affected by the flow condi
tions away from the wall as long as vapor can find its way out 
of the wall region unhindered. 

For relatively well-wetted surfaces, </><20 deg, the vapor 
flow dynamics away from the surface may control the max
imum heat flux. In the present study, the data point for </> = 27 
deg appears to approach that limiting condition, whereas the 
surface with 0= 14 deg appears to meet that condition. From 
these data points, it is found that at maximum heat flux on 
well-wetted surfaces the void fraction away from the wall 
reaches a value of unity. At a void fraction equal to unity, an 
obstruction to the flow of liquid to the interior regions of the 
vertical wall can develop. This condition appears to be 
analogous to what has been assumed in the past with respect to 
hydrodynamically controlled boiling crisis in pool boiling. In 
the hydrodynamic theory originally proposed by Zuber (1959), 
it was assumed that the maximum heat flux occurs when vapor 
escape velocity and vapor flow area fraction reach their 
critical values. A critical value can be assigned to the average 
vapor layer thickness 8 when maximum void fraction reaches 
unity. The present observations, however, show that local 
vapor velocity attains its maximum value at relatively low heat 
fluxes and remains constant thereafter. 

A void fraction of unity slightly away from the heater may 
be a preferable criterion for maximum heat fluxes on well-
wetted surfaces. This criterion will eliminate separate 
specification of average vapor velocity and fractional vapor 
flow area. Such a criterion will also provide a natural link be
tween pool and forced flow boiling since void fraction can be 
related to the drift velocity in both cases. To develop a totally 
analytical model for nucleate and transition boiling, attention 
needs to be paid to all of the three regions identified in this 
work and as shown in Fig. 13. The maximum heat flux and the 
corresponding wall superheat will be a natural outcome of 
such an analysis. 

Summary and Conclusions 

1 The effect of surface wettability on nucleate boiling and 
maximum heat fluxes has been quantified. 

2 Void fractions adjacent to a heated vertical wall have 
been measured for several heat fluxes and contact angles. 

3 At a given heat flux, the wall void fraction is found to be 
sensitive to contact angle. For the contact angles studied in 
this work, the data suggest wall void fractions of 55-80 per
cent at the onset of maximum heat flux condition. 

4 For contact angles less than 90 deg, the maximum void 
fraction occurs at about 1-1.5 mm away from the wall and is 
found to be independent of contact angle. 

5 The void fraction everywhere in the vicinity of the sur
face is found to be less than unity at maximum heat flux for all 
of the surfaces except the surfaces with 4> = 27 and 14 deg. This 
confirms that for partially wetted surfaces the maximum heat 
flux condition is controlled by surface effects. 

6 Based on the observations, the boiling phenomenon on a 
heater is subdivided into three regions: the wall-dominated 
region, the vapor flow dynamics dominated region, and the in
termediate region. 
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Framework for a Unified Model for 
Nucleate and Transition Pool 
Boiling 
An area and time-averaged model for saturated pool boiling heat fluxes has been 
developed. In the model, which is valid in the upper end of nucleate boiling and in 
transition boiling, the existence of stationary vapor stems at the wall is assumed. The 
energy from the wall is conducted into the liquid macro/micro thermal layer sur
rounding the stems and is utilized in evaporation at the stationary liquid-vapor in
terface. The heat transfer rate into the thermal layer and the temperature distribu
tion in it are determined by solving a two-dimensional steady-state conduction equa
tion. The evaporation rate is given by the kinetic theory. The heater surface area 
over which the vapor stems exist is taken to be dry. Employing experimentally 
observed void fractions, not only the nucleate and transition boiling heat fluxes but 
also the maximum and minimum heat fluxes are predicted from the model. The 
maximum heat fluxes obtained from the model are valid only for surfaces that are 
not well wetted and includes the contact angle as one of the parameters. 

Introduction 
Numerous studies of pool and forced flow boiling have ap

peared in the literature in the past. Those studies no doubt 
provide us information about many intricate features of this 
complex process, but they also point to the limited under
standing we have of the process. For example, at present 
nucleate, transition, and maximum heat fluxes are treated as 
disjoint processes and we know little about their in
terdependence. Similarly, no logical treatment unifying pool 
and forced flow boiling exists. The purpose of the present 
work is to provide a framework with which interlinking 
features of nucleate and transition boiling can be assessed. 

In the nucleate boiling, several mechanisms such as tran
sient conduction into liquid, evaporation, and natural convec
tion have been identified to contribute to the overall heat 
transfer rate. At a given wall superheat, the relative contribu
tion of these mechanisms is influenced by surface 
characteristics (i.e., surface finish, surface wettability, surface 
cleanliness, etc.) and the vapor flow dynamics away from the 
wall. Because of the involvement of many variables and their 
interactions, as yet no successful mechanistic model for 
nucleate boiling heat transfer has been reported in the 
literature. However, the correlation developed by Rohsenow 
(1952) is used very often to predict the nucleate pool boiling 
data. This correlation is of the form 

yielded an identical expression for the maximum heat flux on 
flat plates as 

In the correlation, the constants Cs, m, and n are determined 
empirically. The constant Cs accounts for the variations in the 
surface properties. 

The most successful models for the upper limit of the 
nucleate boiling heat fluxes on horizontal (infinite) plates are 
those by Kutateladze (1948) and Zuber (1959). Both models 
are based on the dynamics of vapor outflow. Zuber employed 
stability of vapor jets to determine the maximum possible 
vapor velocity. Kutateladze on the other hand developed 
dimensionless groups from the equations governing the flow 
of vapor and liquid. The analyses of Zuber and Kutateladze 

Qm3xF = CiPvh/glag(pi-pv)/pl]1 (2) 
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Zuber obtained a value of TT/24 for the constant Cx whereas 
Kutateladze correlated the data and found the constant Cj to 
have a value of 0.16. Equation (2) with a modification in the 
constant C{ has been used to predict maximum heat fluxes on 
heaters of different geometry, size, and orientation. A sum
mary of the methodology developed to evaluate constant Cx 
has been given by Lienhard and Dhir (1973). 

Equation (2) has a purely hydrodynamic basis as processes 
away from the heater surface are believed to control the max
imum heat flux. However, according to equation (1), nucleate 
boiling heat fluxes strongly depend on the surface properties. 
As a result, at the maximum heat flux the wall superheat ob
tained by equating equations (1) and (2) can vary over a wide 
range. Ambiguity with respect to Armax makes the prediction 
of transition boiling heat flux extremely uncertain. For this 
reason, transition boiling correlations such as those developed 
by Kalinin et al. (1976) and Bjornard and Griffith (1977) 
become very specific to the data on which they are based. 

Recently, it has been shown by Bui and Dhir (1985a) and the 
present authors (1986) that equation (2) fails to predict max
imum heat fluxes for water boiling on surfaces that are not 
well wetted. Thus development of a consistent model for tran
sition boiling strongly hinges on our ability simultaneously to 
model the processes taking place at and near the wall and away 
from the wall. Such an approach having a total analytical 
basis can be very potent, but extremely involved. 

The present work represents a first step in that direction. In 
this paper, the thermal processes occurring at and near the sur
face are modeled. The modeling effort relies on the ex
perimental observations of void fractions as reported in the 
companion paper (Liaw and Dhir, 1989). Although the 
dynamic behavior of vapor flow is not included in the 
analysis, its implications are discussed. Also, in this study no 
effort is made to predict nucleate boiling heat fluxes at low 
wall superheats when convective effects can be important. 

Analysis 
The present model, which is applicable only to ordinary 
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liquids at high heat fluxes for which nucleate boiling is fully 
established on the heater surface, is based on the visual obser
vations made in the present work and those made by Gaertner 
(1965) about two decades ago. From photographic records of 
the process, Gaertner noted the existence of large bubbles at
tached to the surface via numerous vapor stems and described 
these bubbles as vapor mushrooms. The vapor stems were 
planted in the thermal layer and were nourished by evapora
tion at the vapor-liquid interface of the stems. The diameter 
and length of vapor stems were also measured by Gaertner 
(1965). The vapor stems occupy the nucleation sites. The 
number of active sites as a function of wall heat flux was 
measured by Gaertner and Westwater (1960). The number 
density of active sites was found to increase with wall heat 
flux. In a subsequent paper, Gaertner (1963) related the 
average nearest neighbor distance between active sites with the 
average population density of the cavities. 

Figure 13 of the companion paper shows conceptualization 
of the boiling process on a vertical surface submerged in a 
pool of saturated liquid. The interface shape near the wall is 
shown for a contact angle of 90 deg. The boiling phenomenon 
near the wall is divided into three regions. The thermal layer 
occupies the region immediately next to the wall. Energy from 
the heater wall is transferred to this layer by conduction and is 
in turn utilized for evaporation at the vapor-liquid interface 
of the vapor stems. The intermediate region spans from the 
outer edge of the thermal layer to the location at which vapor 
stems merge into large vapor mass. For contact angles less 
than 90 deg, it is the location at which void fraction is max
imum. The surface and vapor flow dynamics influence the in
termediate region and this region is the most difficult to 
analyze. The third region extends away from the stem merger 
location and into the liquid pool. In this region, vapor moves 
in nearly continuous passages and vapor dynamics controls 
the void profile. 

As stated earlier, in this work attention is focused only on 
the region adjacent to the wall. Main resistance to the 
transport of heat from the wall comes from the thermal layer. 
At high heat fluxes, the thermal layer is very thin (~ 10~5 m) 
in comparison to the stem diameter and length, and as a result 
the effect of gravity and flow field away from the wall on the 
thermal layer can be ignored. The gravity can influence the 

stem diameter; however, its effect on the heat transfer process 
should be small as long as vapor can escape away from the 
wall. This suggests that except for an infinite downward-
facing horizontal plate, the model should be applicable to 
various orientations of the surface with respect to gravita
tional acceleration. The upper limit on the heat flux in 
nucleate boiling, however, will be set either by the vapor 
escape rate or by the vapor generation rate. If the limit is set 
by the vapor escape rate, the maximum heat flux may depend 
on the orientation of the surface with respect to gravitational 
acceleration. Similarly, gravity can influence the heat removal 
at low nucleate boiling heat fluxes by affecting the agitation 
created by bubbles leaving sparsely populated nucleation sites. 

In the model, the vapor stems are assumed to be located on 
a square grid. The vapor stems adhere to the wall and provide 
a stationary interface at all times. The pressure inside the 
stems is assumed to be very close to the system pressure. The 
temperature on the heater surface is assumed to be uniform 
such that the variation of temperature underneath the stem 
and on the liquid-occupied region is neglected. As will be 
discussed later, this is a realistic assumption when a high-
thermal-conductivity solid such as copper is used and no heat 
is generated in the solid itself. The upper portion of Fig. 1 
shows the plan view of a typical cell supporting one stem. The 
spacing L between stems is the average spacing between 
nucleation sites. Prior to merger, the stem diameter Dw and 
spacing L are related to the wall void fraction as 

a"~^jr (3) 

The dependence on Dw/L of the dimensionless circumference 
Ps/L of the stems in contact with the liquid and of the wall 
void fraction aw is shown in Fig. 1. It is seen that a wall void 
fraction of ir/4 corresponds to merger of the stems at the wall. 
After merger, the stem circumference in contact with liquid 
decreases very rapidly with increase in stem diameter. 

Assuming that a two-dimensional analysis is sufficient for 
the level of accuracy desired here, the average heat transfer 
coefficient over the liquid-occupied region is expressed as 

8 (• 7r/4 p (LsecM/2 
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Fig. 1 Dependence of stem periphery and void fraction on stem 
diameter 

The heat transfer coefficient ht(r, xfr) for a given value of \p is 
obtained by solving the two-dimensional conduction equation 
for the liquid-occupied region. 

Thermal Model for a Contact Angle of 90 deg 

Figure 2(a) shows a sketch of the two-dimensional slab 
representing the thermal layer adjacent to the heater wall. The 
two-dimensional steady-state conduction equation for the slab 
is written in dimensionless form as 

Qxx + Off = ° 

The four boundary conditions are 

0 (O, r )= l 

6(oo,f) = 0 

L 
* , ( * — s e c * ) = 0 

(5) 

(6) 

(7) 

(8) 

•'(*-£-)-^'(*-&-) 
In the above equations, the dimensionless parameters have 
been defined as 

T— T 
1 X RJlt 

T —T 

x = x/b 

r = r/b 

and the width b is defined as 

1 
b = — (Lseci-DJ 

The last boundary condition, equation (9), represents an 
equality of the conductive heat flux at the interface to the 
evaporative heat flux. The evaporative heat flux is calculated 
by using the expression obtained from kinetic theory such that 
parameter Ck is written as 
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Fig. 2 Liquid layer configuration for different contact angles: (a) con
tact angle equal to 90 deg; (b) contact angle less than 90 deg; (c) contact 
angle greater than 90 deg 

In the above equation, a{ is the evaporation coefficient. Its 
values varying from 0.04 to 1 have been reported in the 
literature (Hsu and Graham, 1976). In this work, a value of 
unity has been assumed for al. 

The resulting temperature distribution in the thermal layer 
is obtained by using the method of separation of variables as 

00 r sinA„Z? 

\„b + smh„b cos\„b 
\e xnxcosKn (—- seci/' — r) 

where the eigenvalues are the roots of the equation 

\„btan\„b = -
C,b 

-•=0 

(11) 

(12) 

The local heat transfer coefficient is obtained from the 
temperature profile given by equation (11) as 

/ » / ( » " , * ) = • 

dT I 

dx lx=o C(r)k, 
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(13) 
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where 1000 

m Zhnb sinX„Z?»cosX„ f —- seci/- — r) 

C(r)=t — — — (14) 
\„b + sin\„b cos\„b 

Substitution of h, from equation (13) into equation (4) yields 
h,. 

The average heat transfer coefficient over the width b of the 
liquid layer can be written as 

• (LseciH/2 QJ* 
k. 

hM)--
dx 

dr 

b(Tw-TSM) 
(15) 

Using the temperature profile given by equation (11), the 
above equation yields 

h,W)=-
Ck, 

where 

2sin2X„& 

jfr, \„b + s'm\b cos\nb 

(16) 

(17) 

Thermal Model for Contact Angles Different From 90 
deg 

A sketch of the wedge-shaped liquid layer that would exit 
adjacent to the heater wall for a contact angle less than 90 deg 
is shown in Fig. 2(b), whereas Fig. 2(c) shows the liquid layer 
shape for a contact angle greater than 90 deg. For these cases, 
the governing two-dimensional steady-state conduction equa
tion is the same as that for a contact angle equal to 90 deg. 
However, the boundary conditions are replaced by 

For $< 90 deg 
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0f (x, —sec}) =0 

0*, (*> O = -@0(x, f) at f—x cot</> = 
2b 

For ^> 90 deg 

0 ( 0 , 0 = 1 
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(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

The temperature distribution in the thermal layers for contact 
angles different from 90 deg is obtained numerically by using 
the S.O.R. method. Figure 3 shows for several contact angles 
the variation of C(f) with f for /3= 100 and 1000. It is seen 
that for a given r, the value of C(f) increases as the contact 
angle becomes small or the interface becomes closer to the 
wall. This is indicative of the fact that the heat transfer process 
improves as the surface becomes more wettable. Local wall 
Nusselt number or C(r) decreases with distance from the loca
tion where the vapor stem attaches to the wall. Figure 4 shows 
the calculated values of C as a function of /3 for several con
tact angles. It is seen that the value of C that is proportional to 
the heat transfer coefficient averaged over width b increases as 
(3 or the width of the thermal layer is increased. 

Fig. 3 Dependence of the parameter C on dlmensionless distance 
from the location where stems attach to the surface 

100 

1000 

Fig. 4 Dependence of the parameter C on /3 for contact angles between 
0 and 180 deg 

Results and Discussion 

Heat removal at both the wet and dry areas contributes to 
the overall heat transfer from the surface. Although the 
temperatures over the dry and wet areas may differ slightly, it 
is not unrealistic to assume that the temperature is uniform 
over the heater surface. Using this assumption combined with 
the fact that the heat flux is time and area-averaged, the wall 
heat flux can be written as 

q = hAT=hi(l-aw)AT+hvawAT (25) 
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In the above equation, h, can be obtained from the model 
and results presented in the analysis section. However, for a 
particular fluid, h, can only be determined if the width of the 
liquid layer is known. The evaluation of the width b requires a 
knowledge of the wall void fraction and the spacing or the 
diameter of the vapor stems. The heat transfer, coefficient hv 
over the dry region is much smaller than h, and can be 
neglected as long as the wall void fraction is not close to unity. 
As the wall void fraction approaches unity, the wall heat flux 
or vapor volume flux drops very rapidly. This in turn 
eliminates the long continuous vapor escape paths shown in 
Fig. 1 of the companion paper. For this situation, the vapor 
stem height can be assumed to be of the same order as the 
vapor film thickness in film boiling. In the present work, the 
heat transfer coefficient on the dry region is evaluated from 
the study of Bui and Dhir (1985b) for film boiling on a vertical 
surface. The approximate form of hv from their work is 

/i„^0.37 
[ k\pv{p,-pu)g h/g 

LnvAT-Jo/g(pi~-p0) J 
(26) 

As stated above, the determination from equation (25) of 
the wall heat flux as a function of wall superheat requires an 
explicit knowledge of the stem spacing and the stem diameter. 
Alternatively we may use the wall void fraction and have the 
option of using either the stem spacing or the stem diameter. 
The stem spacing depends on the wall superheat, the surface 
finish, and the contact angle. In the present work no attempt 
was made to measure the cavity size distribution and as such it 
is difficult to determine the stem spacing explicitly. The stem 
diameter is influenced by the contact angle and probably by 
the vapor flow dynamics near the wall as well. As such it can 
only be determined if the intermediate region is analyzed. 
Such an evaluation, however, is beyond the scope of the 
present work. 

To demonstrate the application of the present model, the 
time and area-averaged void fraction data reported in the 
companion paper (Liaw and Dhir, 1989) are used. Figure 5 
shows the extrapolated values of the wall void fractions for 
contact angles of 90, 38, and 14 deg. The void fractions were 
measured only in the nucleate boiling region and represent a 
significant extrapolation in the transition boiling region. 

For a square grid, the stem spacing, L is related to the 
nucleation site density and the wall heat flux as 

L~N-°-s~q-°-'- (27) 
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Fig. 5 Void fraction data for contact angles of 14, 38, and 90 deg 

Hsu and Graham (1976) have presented a summary of results 
regarding the dependence of site density on wall heat flux. The 
observations of various investigators show that ml varies from 
1.5 to 2 for water boiling on a copper surface. In the present 
work, a value of 1.5 was used for m{. 

The proportionality constant in equation (27) is determined 
by matching the model predictions of heat flux with data at 
one wall superheat in nucleate boiling. As seen earlier in Fig. 
1, the vapor stems begin to merge at the wall when <xw = ir/4. 
For contact angles between 27 and 90 deg, the wall void frac
tion at maximum heat flux was found to vary between 0.68 
and 0.8 (Liaw and Dhir, 1989). This implies that the maximum 
heat flux condition approximately coincided with the merger 
of vapor stems. It does not seem physically realistic that vapor 
stem spacing will change after merger of the stems. Hence, 
stem spacing L is assumed to remain constant after the stems 
merge. Here it should also be pointed out that for contact 
angles different from 90 deg, the shape of the vapor stems 
changes with distance from the wall. Thus for contact angles 
other than 90 deg, a correction to values of C obtained from 
Fig. 4 needs to be made to account for the deviation of the 
shape (see Fig. 10 of the companion paper) from that used in 
the analysis. Maximum deviation occurs in the central portion 
of a unit cell. The overall deviation is a function of the contact 
angle. The correction becomes large as the contact angle 
becomes small or the wall void fraction exceeds ir/4. For ex
ample, for a contact angle of 14 deg, the average value of h, 
near the maximum heat flux had to be reduced by 16 percent. 
The corresponding value for a contact angle of 38 deg was 10 
percent. This suggests that for surfaces with small contact 
angles (well wetted surfaces), not only the wall void fractions 
but also the variation of the void fraction in the vicinity of the 
wall is needed for precise evaluation of the heat transfer coef
ficient as a function of wall superheat. 

A comparison of the model predictions with the data for 
contact angles of 90 and 38 deg is made in Figs. 6 and 7, 
respectively. The transition boiling data used in these figures 
are given by Liaw (1988). In Fig. 6, the heat fluxes over the wet 
region and the dry region are also plotted. In both cases, the 
model predictions appear to be in good agreement with the 
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Fig. 6 Comparison of predicted and observed boiling curves for a con
tact angle of 90 deg 
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Fig. 7 Comparison of predicted and observed boiling curves for a con
tact angle of 38 deg 

heat flux data in nucleate, transition, and the lower end of 
film boiling. The maximum heat flux, which is a natural out
come of the model, also agree well with the data. In contrast 
to the hydrodynamic theory, the maximum heat flux predicted 
from the present model depends on the wall superheat. For a 
particular contact angle, the maximum heat flux occurs at a 
wall superheat in nucleate boiling at which the ratio of the 
evaporating interface area per unit area of the heater is nearly 
maximum. The minimum heat flux condition, on the other 
hand, is dictated by the rate at which the relative magnitudes 
of the heat fluxes in the wet and dry regions change with wall 
superheat. 

In the upper end of the transition boiling, the model 
generally tends to underpredict the data. Three sources leading 
to underprediction of the data are possible: 

(/') The wall temperature under the vapor stems is higher 
than that under the liquid-occupied region. As a result the 
average temperature used in the model is different from the 
wall temperature that existed in the experiments. 

(ii) The transition boiling data were obtained in the tran
sient mode whereas the present model is a steady-state one. 

(Hi) Deviations on the heater surface exist with respect 
to the extrapolated values of the wall void fraction, the square 
grid model, and the liquid-vapor interface shape assumed in 
the model. These differences become important when the wet
ted area is very small, as is the case in transition boiling. 

To assess the contribution of the first source, the steady-
state two-dimensional conduction equation was solved for the 
solid and the liquid-occupied region. It was found that for 
copper, which was the material of the test block in the ex
periments, the wall superheat under a vapor stem was never 
higher by more than 2 percent than that under the liquid oc
cupied region (Liaw, 1988). This provides a justification for 
the use of the same temperature for vapor stems and the 
liquid-occupied region and eliminates the first source of 
discrepancy. 

In the transient heating experiments, the rate of change of 
the boiling surface temperature was always less than 10 K/s. 
For a thermal layer of thickness of the order of 10"5 m, the 
diffusion time constant is of the order of 1 0 3 s. During this 
period, the change in surface temperature is very small and as 
such, little error should have resulted from the use of the 
steady-state model. The degree to which the transient in the 
hydrodynamic process away from the wall affects the vapor 
stem diameter has not been evaluated. 

The more probable source that could lead to the difference 
between the prediction and the data is the deviations that may 
exist on the surface with respect to the extrapolated values of 
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Fig. 8 Predicted dependence of heat transfer coefficient in nucleate 
boiling for a contact angle of 38 deg 

the wall void fraction and to the square grid. It is found that in 
transition boiling a slight uncertainty in the liquid fraction can 
influence the predicted heat fluxes significantly. A small cor
rection to the relationship between the void fraction and Dw/L 
as a result of statistical variations in the spacing between stems 
in the square grid model, or due to the existence of a triangular 
or a hexagonal grid on a portion of the surface, could be very 
meaningful in the upper end of the transition boiling. As 
pointed out earlier, uncertainty with respect to the assumed 
shape of the interface could have also contributed to the dif
ference between the predicted and the observed transient boil
ing heat fluxes. However, in the present work, which mainly 
provides a framework for modeling of nucleate and transition 
boiling heat fluxes, no systematic corrections with respect to 
these sources of uncertainty have been made. 

In Fig. 8, the predicted heat transfer coefficient is plotted as 
a function of wall superheat for a contact angle of 38 deg. The 
heat transfer coefficient is found to attain its maximum value 
prior to occurrence of maximum heat flux condition. This is in 
agreement with what has been reported in the literature and 
has been found from the data obtained in this study for con
tact angles less than 90 deg. 

Figure 9 shows a comparison of the model predictions with 
the nucleate and transition boiling data for a contact angle of 
14 deg. The predictions are again seen to compare well with 
the data. For this surface, which can be called a well-wetted 
surface, the predicted maximum heat flux is about 30-40 per
cent higher than that obtained from the hydrodynamic theory. 
As it was observed from the experimental results described in 
the companion paper, the void fraction at about 1 to 1.5 mm 
away from the wall becomes unity when the wall heat flux ap
proaches that given by the hydrodynamic models. Thus for 
this surface, the limit on the wall heat flux is set by the rate at 
which vapor can escape without totally blocking the liquid 
flow paths, rather than by the surface itself. Hence, while ex
ercising the present model, the nucleate and transition boiling 
heat fluxes in excess of the maximum heat flux obtained from 
the hydrodynamic analysis were not allowed. 

The vapor stem spacing and stem base diameter obtained 
from the model are plotted in Fig. 10 as a function of wall 
superheat for several contact angles. The data points corre
spond to the experimental values of the wall void fractions, 
whereas the solid lines correspond to the best fit to the void 
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data as shown in Fig. 5. While making the prediction of the 
boiling curves, the proportionality constant for the stem spac
ing was obtained by utilizing one of the heat flux data points 
in nucleate boiling. The stem diameter is found to show a 
weaker dependence on wall superheat in comparison to that 
shown by the stem spacing. The stem diameter and spacing 
decrease with superheat as more sites with smaller cavity size 
nucleate. The average stem base diameter and spacing increase 
as the surface becomes more wettable. The magnitudes of 
stem diameter Dw and stem spacing L, deduced from the pres
ent model for a contact angle of 14 deg, are compared in Table 
1 with the data of Gaertner and Westwater (1960). In Gaertner 
and Westwater's experiments, nickel salts were dissolved in 
water and boiling was observed on a 5-cm-dia horizontal cop
per surface. A value of contact angle was not given, but it is 
expected that the contact angle in their experiments was 
relatively small and probably much less than 14 deg. It is seen 
from Table 1 that in general the predicted magnitudes of stem 
spacing and diameter compare favorably with the data for 
wall superheats of 25 and 30°C. However, the stem diameter 
reported by Gaertner and Westwater at a wall superheat of 
30 "C is about four times smaller than that predicted from the 
present model. It appears that something is amiss with this 
data point since the data show a reduction in wall void frac
tion with increase in wall superheat and heat flux. This is con
trary to the observations made in the present work and to the 
trend reported in the literature by several other investigators. 
It should also be mentioned that the heat flux data of Gaertner 
and Westwater show a much stronger dependence on wall 
superheat than that found in the present data. Furthermore, 
the maximum void fraction measured in their work was only 
about 20 percent. This value is considerably smaller than that 
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Fig. 11 Comparison of predicted and observed maximum heat fluxes 
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Table 1 Comparison of magnitudes of stem diameter and spacing with the data 
reported in the literature 

AT, 
°C 

Present work 
0= 14 deg 

Data of Gaertner and Westwater 
(1960) 

q, W/cm2 Dw m 
1.18X10-3 

9.11X10"4 

L, m q, W/cm2 D„ L, m 
1.57X10"3 

1.09X10"3 
25 
30 

61 
103 

44 
96 

9.50X10"4 

2.48 xlO~4 
2.27 x lO - 3 

UOxlO- 3 
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and is reflective of the existence of a very small contact angle 
in their experiments. 

The thermal layer thickness over the liquid-occupied region 
of the heater is found to vary as AT"6. This dependence is in 
agreement with the observations made several years ago by 
Bobst and Colver (1968). At nucleate boiling heat fluxes well 
below the maximum, the calculated thermal layer thickness is 
of the order of 10~5 m. 

In Fig. 11, the maximum heat fluxes predicted from the 
present model are compared with the data obtained on sur
faces of different degrees of wettability. The predicted values 
are found to be in good agreement with the data. Here it 
should be stated again that the inherent assumption made in 
the present model is that vapor escape paths away from the 
wall are available and the vapor escape rate from the wall im
poses no limitation on the heat transfer rate from the wall as 
long as the predicted heat flux does not exceed that obtained 
from the hydrodynamic analysis (Zuber, 1959; Lienhard and 
Dhir, 1973). 

Summary and Conclusions 
1 A thermal model for pool boiling has been developed. 

The model provides a framework for theoretical prediction of 
the boiling curve. 

2 In the model, which does not apply in the isolated bubble 
regime of nucleate boiling, static vapor stems are assumed to 
be implanted in the thermal layer. 

3 The heat transferred from the wall to the thermal layer is 
utilized in evaporation at the stationary vapor-liquid interface 
of the stems. 

4 The model predictions of the boiling curve compare quite 
well with the data when observed values of void fraction and 
spacing of stems at one superheat are used as input to the 
model. 

5 The model predicted values of the vapor stem spacing and 
diameter and temperature dependence of the thermal layer 
thickness are found to be in general agreement with those 
reported in the literature. 

6 The maximum heat fluxes predicted from the model com
pare well with those observed in the experiments. 
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The Influence of Subcooling on 
the Frequency of Bubble Emission 
in Nucleate Boiling 
The experimental results reported in Ibrahim and Judd (1985) in which bubble 
period first increased and then decreased as subcooling varied over the range 0 < 
dsal < 15° C is interpreted by means of a comprehensive boiling heat transfer model 
incorporating the contributions of nucleate boiling, natural convection, and micro-
layer evaporation components. It is shown that bubble emission frequency varies 
to accommodate the impressed heat load in the manner described above because 
changes in subcooling cause the heat flux within the area influenced by the formation 
and departure of bubbles to change in the opposite sense to the fraction of the 
surface area within which bubble formation and departure occurs. The mechanism 
responsible for the nucleation of bubbles at exactly the frequency required at each 
level of subcooling is the object of continuing research. 

Introduction 
The ability to predict nucleate boiling heat transfer rates 

depends upon a knowledge of the mechanisms involved in the 
transport of heat away from the boiling surface and the way 
in which these mechanisms interact as superheat and sub
cooling change. Undoubtedly, the growth and departure of 
the bubbles is responsible for the transfer of the heat, and 
while bubble dynamics is understood reasonably well, the in
terrelationship between the rate of bubble formation and the 
rate of heat transfer is not well understood at all. In a situation 
where the generation of heat is impressed as in a research 
experiment, the rate at which bubbles are nucleated must change 
continually in order to accommodate changes in subcooling 
so that the rate of heat transfer will always be equal to the 
impressed flux. However, the way in which this is accomplished 
has not yet been ascertained. 

Ibrahim and Judd (1985) boiled water on a horizontal copper 
surface at atmospheric pressure and reported the results of an 
investigation of bubble growth and waiting time. At the be
ginning of the research, a boiling apparatus constructed by 
Wiebe (1971) and later modified by Sultan (1977) was adapted 
for the present investigation. No particular attention was given 
to the finish of the boiling surface except that just prior to the 
collection of the data reported in Ibrahim and Judd (1985), 
the surface was once more cleaned with a soft cloth moistened 
with liquid silver polish after which the residue was rinsed 
away with a stream of methanol from a squeeze bottle. 

The most peculiar aspect of the results that were reported 
was the way in which waiting time first increased and then 
decreased with increasing subcooling as seen in Fig. 1. This 
behavior was evident at all seven of the active nucleation sites 
that were studied in detail. Ibrahim (1983) estimated the ac
curacy to be approximately ±10 percent in the determination 
of the time intervals and ± 5 percent in the determination of 
the subcooling. Considering the relatively small uncertainty 
associated with these quantities that is represented by error 
bars in Fig. 1, it must be concluded that the variation of bubble 
waiting time with liquid subcooling is authentic. While the low 
subcooling results are consistent with the transient conduction 
of heat from the surface to the liquid that periodically replaces 
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presented by Ibrahim and Judd (1985) 

a bubble after its departure, it is not apparent how this mech
anism could explain the high subcooling results, which suggests 
that a different mechanism was acting. Nevertheless, although 
the mechanisms that were operative are not understood at the 
present time, it is possible to interpret the behavior observed 
without understanding them, as will be demonstrated in this 
paper. 

According to Mikic and Rohsenow (1969), heat transfer by 
nucleate boiling is accomplished by the periodic removal of 
energy accumulated in the liquid that replaces each departing 
bubble and can be predicted by the relationship 

QNB _ ( Qm\ (ANB\ 
AT \ANB) \ AT ) 

= (-4=V/>/QMw>/?) ( 4 T * S ^ ) (1) 

which is much the same as the Han and Griffith (1965) rela
tionship 
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QNB 

AT 
T = 2P,c,e, 

N/Ar 

-Rd(8d- 5C) 
theory being developed, it is readily obtainable from the growth 
time solution presented in that paper, which has been repro
duced as equation (3) below 

I , N 
2 p, C, 6wf\l-K a, (tw+tg) R, — -KIM 
( —j= \jp, c, k, eH v>)(-<)[.4G)('-JS) (2) 

because 5d = yj TT at (t„ + tg) and 5C = yj TT at tw. The factor 
in square brackets accounts for the fact that some of the liquid 
that replaced the last departing bubble was displaced as the 
succeeding bubble grew, but it is not a significant factor and 
can be considered equivalent to unity. This approach to mod
eling nucleate boiling heat transfer has been used successfully 
by Judd and Hwang (1976), Kenning and del Valle (1981), and 
Gorenflo et al. (1986) among others. 

In both of these theories, the rate of heat transfer per unit 

area by nucleate boiling qNB/ANB = (2/yfV) yj pt Q kt dw 

yjf and the fraction of the boiling surface ANB/AT = 4 % 
Rl N/AT in which nucleate boiling is effective have been iden
tified. Table 1 presents data for site C at q/AT = 166 kW/ 
m2, which is one of the experimental data sets reported by 
Ibrahim and Judd (1985) that comprises all the parameters 
required to compute these expressions, with the exception of 
the departure radius Rd and the nucleation site density N/AT. 
Although the departure radius was not determined explicitly 
in Ibrahim and Judd (1985) because it was not relevant to the 

Table 1 Ibrahim and Judd (1985) results for site C 

q / A T 

(kW/m 2 ) 

1 6 6 . 0 0 
1 6 6 . 0 0 
1 6 6 . 0 0 
1 6 6 . 0 0 
L66.O0 
1 6 6 . 0 0 

l 3 

(m5> 

6 . 7 4 
6 . 5 8 
6 . 0 7 
5 . 4 2 
4 . 5 2 
3 . 4 7 

t M 

Imsl 

1 3 . 0 1 
1 6 . 0 5 
1 8 . 4 0 
1 7 . 1 1 
1 4 . 0 7 
1 1 . 7 1 

' n ' t g 

Ims] 

1 9 . 7 5 
2 2 . 6 3 
2 4 . 4 7 
2 2 . 5 3 
1 8 . 6 1 
1 5 . 1 8 

8 
s u p 

C°C] 

1 3 . 7 0 
1 4 . 3 0 
1 4 . 5 0 
1 4 . 9 0 
1 5 . 4 0 
1 5 . 8 0 

e = a t 

(°C> 

. 0 0 
2 . 2 0 
3 . 6 0 
5 . 2 0 
8 . 7 0 

1 1 . 8 0 

e» 
(°C1 

1 3 . 7 0 
1 6 . 5 0 
1 8 . 10 
2 0 . 1 0 
2 4 . 10 
2 7 . 6 0 

Rd 

(nta) 

1 . 8 3 
1 . 8 3 
1 . 3 2 
1 . 7 3 
1 . 4 8 
1 . 2 6 

149.9 I 1 TKJ-JSJ]) 
46.8 

yftg 1 (3) 

from which the departure radius Rd can be evaluated by the 
relationship 

R* = X 1 + 
8.86 Y 

4tg 
(4) 

where X = 0.203 /? \]2 a gc/g(p,-pv) and Y = 2 \J3/T Ja 

yfcti once the growth time tg has been computed from equation 
(3). In equation (4), the contact angle /3 was taken to be 0.82 
radians (47 deg) in keeping with values measured in previous 
investigations. The agreement of the growth time solution pre
dictions with the measured results is excellent as seen in Fig. 
1 so the departure radius predictions are expected to be reliable. 
These values have been presented in Table 1 as well. The trend 
in the variation of waiting time tw with subcooling 6sal that is 
evident in Table 1 is typical of that observed at all of the sites 
that Ibrahim and Judd (1985) investigated. 

N o m e n c l a t u r e 

area influenced by nucleate 
boiling 
area influenced by natural 
convection 
total heat transfer surface 
area 
specific heat 
bubble emission frequency 
gravitational acceleration 
gravitational constant 
latent heat 
Jakob number = 
Pi Q (T„ - Tsal) / pv hfg 

thermal conductivity 
active site density 
potentially active site 
density 

qNB = nucleate boiling heat trans
fer rate 

qNC = natural convection heat 
transfer rate 

QME = microlayer evaporation heat 
transfer rate 

AT = 

C = 
/ = 
g = 

gc = 
hte = 
Ja = 

k 
N/AT 

hT/AT 

r = radius 
rc = nucleation cavity radius 
re = radius of complete micro-

layer evaporation 
R(t) = bubble radius 

R, = radius of area of influence 
Rd = radius of bubble at depar

ture 
t = time 

tg = bubble growth time 
tw = bubble waiting time 
T = temperature 

U0 = bubble growth velocity = 
dR(t)/dt 

VME = volume of microlayer evap
orated 

X = parameter used in equation 
(4) = 

0.203 0 y/2agc/g(pl - pv) 
Y = parameter used in equation 

(4) = 2 y/T/ir Ja yfa, 
a = thermal diffusivity 

13 = contact angle or volumetric 
coefficient of expansion 

50(/-) = initial microlayer thickness 
5(r, t) = instantaneous microlayer 

thickness 
5C = parameter used in equation 

«d = 

e = 

/* = 
V = 

p = 
a = 

Subscripts 

/ = 
sat = 

v — 
w = 
oo = 

(2) = Vi r a, tw 

parameter used in equation 

(2) = y/ir a, (t„ + tg) 
temperature difference 
= T - T«, 
dynamic viscosity 
kinematic viscosity 
density 
surface tension 

liquid 
saturation 
vapor 
wall 
bulk 
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Heat Transfer Modeling 

When subcooling 6sat increases, qNB/ANB = (2/\ir) 

VIOI C( kt 6W y/f increases because 8W increases even though 

decreases initially. At the same time, ANB/ 
AT = 4 7r R% N/AT decreases. These trends are depicted in 
Fig. 2. For the computation of ANB/AT, the relevant values 
of N/Ar were not known because this parameter was not 
determined in connection with the experimental results re
ported by Ibrahim and Judd (1985). However, Judd and Hwang 
(1976) observed no more than ±15 percent difference in active 
site density N/AT over the subcooling range 0 < Bsal •< 12°C 
at any of the levels of heat flux that they investigated in the 
range 20 kW/m2 < q/AT < 60 kW/m2 in connection with 
their study of dichloromethane boiling on an oxide coated glass 
surface and Sultan and Judd (1978) reported that the poten
tially active site density N'/AT (continually active nucleation 
sites and all of the intermittently active sites surrounding them) 
changed about 10 percent as subcooling varied in the range 0 
< 6sal < 40 °C with respect to their study of water boiling on 
a copper surface using the same boiling apparatus. Conse
quently, it was felt to be reasonable to assume that N/A T is 
independent of dsal over the range of subcooling under inves
tigation and arbitrarily chosen values of active site density from 
N/A T= 11,500 sites/m2 to N/A T = 21,500 sites/m2 were used 
to demonstrate the variation. 
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Fig. 2 Variation of nucleate boiling heat flux and area fraction with 
subcooling 

It is logical to expect that the periodic removal of the energy 
accumulated in the liquid that replaces each departing bubble 
would predominate the nucleate boiling heat transfer process 
so that it is not unreasonable to assume that 

AT \ANB) \ AT ) (5) 

where qNB/ANB = (2/\fw) \Jp, C, k, d„\Jf and ANB/AT = 4 
ir R$ N/AT. In order to evaluate this model, the heat flux 
predicted was set equal to the impressed heat flux q/AT = 166 
kW/m2 and then for each of the active site density values under 
consideration N/AT = 11,500, 14,000, 16,500, 19,000, and 
21,500 sites/m2, respectively, equation (5) was solved to de
termine the frequency / and the bubble period tw + tg using 
the information presented in Table 1 as appropriate. The values 
so obtained were plotted in Fig. 3 for comparison with the 
experimentally determined values listed in Table 1. However, 
the quality of the agreement between the predictions of this 
model and the experimental results presented in Fig. 3 does 
not support this conclusion, although the rough agreement 

between the experimentally determmed values and the predic
tions at N/AT = 19,000 sites/m2 confirms that the nucleate 
boiling heat transfer mechanism is the predominant factor in 
the prediction of heat transfer. Regrettably, the model is too 
simplistic inasmuch as it ignores the contribution of natural 
convection, which has to be significant, especially at the higher 
levels of subcooling. 
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Fig. 3 Comparison of experimental results and predictions of a model 
involving nucleate boiling only 

Han and Griffith (1965) and Judd and Hwang (1976) among 
others have presented boiling heat transfer models that incor
porated a natural convection heat transfer component such 
that 

AT 

( QNB\ / d ^ s \ + ( 3m \ Ti _ ( 4m\ 
\ANB)\AT) \ANCJ[ \ AT J 

(6) 

wherein qNC/ANf = 0.14 k, [(gP/vj) (/i,C/*/)]1/3 6%/3 was in
troduced to predict the contribution of natural convection heat 
transfer. Again the heat flux predicted by this model was set 
equal to the impressed heat flux q/A T = 166 kW/m2 and then 
for each of the active site density values under consideration 
N/AT = 11,500, 14,000, 16,500, 19,000, and 21,500 sites/m2, 
respectively, equation (6) was solved to determine frequency 
/ and bubble period t„ + tg using the information in Table 1 
as appropriate. The values so obtained were plotted in Fig. 4 
for comparison with the experimentally determined values listed 
in Table 1. As seen in Fig. 4, while the agreement between the 
predictions of this model and the experimental results is better 
at the higher levels of subcooling, the overall agreement is not 
good enough to support this model either. 

The investigations of Judd and Hwang (1976) and Fath and 
Judd (1978) have demonstrated that microlayer evaporation 
heat transfer ought to be included in a comprehensive heat 
transfer model as well. In the aforementioned references, it 
was possible to evaluate the microlayer evaporation heat trans
fer from interferometric measurements of the volume of mi
crolayer evaporated because the bubbles formed on a 
transparent surface. However, this information is not available 
from Ibrahim and Judd (1985). While Cooper and Lloyd (1969) 
studied the formation and evaporation of microlayers under
lying growing bubbles and developed a theory for predicting 
the volume of the microlayer evaporated that would seem to 
be relevant, the theory is not appropriate in the present case 
because the theory is predicated upon the assumption that the 
bubbles grow according to R(t) = const t", where the exponent 
n is a constant. This is not the case in the Ibrahim and Judd 
(1985) experiment in which the results are correlated by the 
Mikic and Rohsenow (1969) theory as evidenced by the ex-
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Fig. 4 Comparison of experimental results and predictions of a model 
involving nucleate boiling and natural convection 

cellent agreement between the experimental results and the 
prediction of bubble growth time seen in Fig. 1. If bubble 
radius were fitted by a relationship of the form R(t) = const 
t", the exponent n would have to vary considerably depending 
on the level of subcooling and heat flux. The empirical cor
relation of Katto et al., (1973) is more applicable in the present 
case. The correlation is derived from experimental measure
ments pertaining to the growth and evaporation of microlayers 
that developed beneath bubbles forming on a copper heating 
surface on which water was boiling. The predictions of the 
relationship 

dbjlr) 
dr =«(0 

0.65 [ ^ 
i/6 \(U„r 

*mt). 
(7) 

where U0 = dR(t)/dt were shown to be in agreement with 
the initial microlayer thickness results reported by Cooper and 
Lloyd (1969) when the relationship that Katto et al. (1973) 
obtained by empirically fitting their bubble growth results ac
cording to R(t) = const t" was used to evaluate U0 and the 
obvious mathematical manipulation was performed to obtain 
b„(r). In the present case, R(t) and U0 were obtained from 
the Mikic and Rohsenow (1969) relationship and equation (7) 
was solved numerically. 

At the end of each time step, the instantaneous microlayer 
thickness b{r, t) was computed by determining the portion of 
the initial microlayer thickness b0(r) that had been evaporated 
in the region 0 < r < R{t) since the microlayer was formed. 
The rate at which heat was transferred through the microlayer 
in order to cause evaporation at the liquid/vapor interface was 
considered to be governed by conduction through the micro-
layer at the location under consideration, resulting in the dif
ferential equation 

( d8(r, t) \ (K- Osat \ 
(8) 

where t = 0 at the moment that the initial microlayer was 
formed at r = R(t) so that 5(r, 0) = b0(r) served as the initial 
condition. At the end of the growth period, this equation yields 
the solution 

^ > = Real 
Mr) 

2 k, (Ow-0Sat) 
p, hfg b0(r) 2 C-0 (9) 

where t is the time that has elapsed since the microlayer was 
formed at r=R(t) as explained above. The requirement that 

the solution be real has been invoked to allow for the complete 
evaporation of the microlayer in the region 0 < r < re, wherein 
the equation would otherwise predict imaginary values. The 
derivation of these equations is presented by Cooper (1969) 
and others. 

After the instantaneous microlayer profile b(r, tg) had been 
determined, the volume of the microlayer that had evaporated 
at t = tg 

50(r)rdr - ^ [d0(r) 

(10) 

VMF = 2ir 

b(r,tg)]rdr{ = % AVf 

was computed wherein AVME: = 2TT r, [<50(r)], Ar,- for 0 < r 
< re and AVMEl = 2 TT r,- [b0(r) - b(r, tg)l Ar, for re < r < 
Rd. In the above equation, re is the value of radius at which 
b(r, tg)/b0(r) becomes real. This is the radius up to which 
complete evaporation has occurred at the departure time tg 

and Rd is the bubble departure radius. 
Accordingly, a boiling heat transfer model incorporating 

nucleate boiling, natural convection, and microlayer evapo
ration was formulated 

AT \ANJ \ATJ 

+ (£) 1 (t)]+ te) <n) 
wherein the relationship qME^AT = pt hjg VME N/ATf was 
introduced to predict the contribution of microlayer evapo
ration heat transfer. In this model qNB/AT represents the pe
riodic removal of the energy that accumulated in the liquid 
that replaced the previous bubble during the waiting period 
by entrainment in the wake of the subsequent bubble and qME/ 
A T represents the periodic removal of energy that was extracted 
from the surface during the growth period in order to evaporate 
the microlayer. The two effects are complementary and while 
they both occur in the vicinity of the nucleation site, the two 
mechanisms occur at different times and do not conflict. Once 
again, the heat flux predicted by this model was set equal to 
the impressed heat flux q/AT = 166 kW/m2 and then for each 
of the active site density values under consideration, N/AT = 
11,500, 14,000, 16,500, 19,000, and 21,500 sites/m2, respec
tively, equation (11) was solved to obtain frequency / and 
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Fig. 5 Comparison of experimental results and predictions of a model 
involving nucleate boiling, natural convection, and microlayer evapo
ration 
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bubble period tw + tg using the information in Table 1 as 
appropriate. The values so obtained were plotted in Fig. 5 for 
comparison with the experimental values listed in Table 1. 
Good agreement is seen in Fig. 5 between the experimental 
results and the theoretical predictions at N/AT = 14,000 sites/ 
m2 over the entire range of subcooling values. The differences 
between measured and predicted values are less significant than 
they might appear inasmuch as the greatest deviation between 
measured and predicted values of the bubble period tg + tw 
is less than 7 percent. 

Active site density is very much dependent upon the finish 
of the boiling surface, which is impossible to quantify, so it 
is not surprising that two ostensibly identical surfaces might 
have different values of active site density under the same 
boiling conditions. Sultan and Judd (1978) obtained N'/AT 
~ 250,000 sites/m2 at q/AT = 166 kW/m2 but the results are 
not comparable. However, Westwater and Gaertner (1960) 
studied aqueous plating solutions boiling on a copper surface 
and reported N/AT ~ 45,000 sites/m2 at q/AT = 166 kW/ 
m2, whereas Kurihara and Myers (1960) reported N/AT — 
11,000 sites/m2 in connection with their study of water boiling 
on a copper surface at the same level of heat flux. Considering 
the variability of the active site density data presented, one 
may conclude that the value obtained in the present investi
gation N/AT = 14,000 sites/m2 is not unreasonable. 

While there is no comparable value of active site density 
with which to compare the value obtained in the present in
vestigation, similar analysis applied to all of the other data 
sets obtained at the same level of heat flux yielded the values 
listed in Table 2. 

The self-consistency of these values does not prove the va
lidity of the active site density value determined by the present 
analysis, but it does indicate that the value obtained is not 
peculiar to the particular data set that was chosen for detailed 
investigation. 

Closing Remarks 
The variation of bubble emission frequency is consistent with 

the predictions of a comprehensive boiling heat transfer model 
that incorporates nucleate boiling, natural convection, and 
microlayer evaporation components. The bubble emission pe
riod varies in the manner observed experimentally because the 
heat flux within the area influenced by the formation and 
departure of bubbles and the fraction of the surface area within 
which bubble formation and departure occurs change in the 
opposite sense as subcooling varies. Initially, as subcooling 
increases from the saturated condition, the ability to dissipate 
heat increases while the area fraction remains constant and as 
a consequence, the frequency of bubble emission decreases and 
the bubble emission period increases with increasing subcool
ing. Ultimately a level of subcooling is reached where the area 
fraction decreases and when the rate of decrease in area fraction 
becomes greater than the rate of increase in heat dissipation 
ability, bubble emission frequency increases once again and 
the bubble emission period decreases with increasing sub
cooling. The nucleation phenomenon whereby bubbles are gen
erated at the rate required to dissipate the impressed heat flux 
at the low levels of subcooling is consistent with classical nu
cleation theory. In particular, the Han and Griffith (1965) 
nucleation theory correlates the results very well, as demon
strated in Fig. 1, in accordance with the relationship 

Table 2 Active site density values for data sets obtained at 166 kW/m2 

Site A 

13,100 
5ltB5/m2 

Site B 

1*1,500 
si tes/m2 

Site C 

14,000 
5ites/m2 

Site D 

13,300 
site5/m2 

Site E 

13,300 
sites/m2 

Site F 

14,100 
sites/m2 

Site Q 

13,300 
sites/ra2 

A, = 
4 7T CYy ! 

(Tw-T„) 
( T„- Tsat) - (2aTsal/pvhfgrc) 

(12) 

so long as the effective cavity radius rc is assumed to be either 
2.40 um or 51 /on. In all of the classical nucleation theories, 
there are two values of nucleation cavity radius that will satisfy 
the theoretical relationships for a single value of waiting time. 
While Ibrahim (1983) arbitrarily chose rc = 51 um as the value 
of nucleation that would fit the experimental data best, rc = 
2.40 urn is more representative of the value of nucleation cavity 
radius that would be associated with an active cavity in a copper 
surface in the presence of boiling water. However, the nu
cleation phenomenon that causes bubbles to be generated at 
exactly the rate required to dissipate the impressed heat flux 
at each level of subcooling is not understood at the present 
time and remains the focus of continuing research. 
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Microelectronic Cooling by 
Enhanced Pool Boiling of a 
Dielectric Fluorocarbon Liquid 
An experimental study of boiling heat transfer from a simulated microelectronic 
component immersed in a stagnant pool of the dielectric Fluorinert (FC-72) is 
presented. Various enhancement surfaces were attached to an electrically heated 
copper calorimeter bar having a vertically oriented heat transfer surface area of 
12.7x12.7mm2. A number of enhancement schemes aimed at a reduction ofthein-
cipience temperature overshoot were tested, employing various arrangements of 
fins, studs, grooves, and vapor-trapping cavities. Atmospheric pressure testing 
revealed a variation in the magnitude of boiling curve incipience temperature excur
sion as a function of both macro- and microcharacterization of the surface geometry 
and initial conditions (pressure and temperature history) prior to boiling. Increased 
incipience temperatures accompanied prolonged periods of nonboiling. It is as
sumed that this is due to vapor embryos within surface cavities collapsing to smaller 
radii. Large artificially created cavities (0.3 mm diameter) were found incapable of 
maintaining a stable vapor embryo for time periods greater than 10 min. In com
parison to flat surfaces, low-profile surface geometries having a structure scale of 
the order of one bubble departure diameter resulted in significant enhancement of 
nucleate boiling while drilled surfaces had minimal effectiveness. Surf ace finish and 
artificial cavities had no effect on CHF, but levels of critical heat flux computed on 
base area were strongly dependent on macro geometry, due in part to increased sur
face area. 

Introduction 
Recent advances in the electronics industry have led to rapid 

miniaturization of integrated circuits. The past two decades 
have seen chip power densities increase by five orders of 
magnitude as integration technologies advanced to the VLSI 
level. Consequently, thermal design of more powerful cooling 
systems must be developed to allow chip dissipation to exceed 
the current 5 to 40 W/cm2 limits. 

The current cutting-edge high-power mainframe cooling 
technologies have already reached their upper performance 
limits imposed by the thermal resistance between the chip and 
the coolant. The Thermal Conduction Module (TCM) im
plemented in the IBM 3090 computer series, for example, 
utilizes indirect cooling of a large array of chips in a single 
module. Spring-loaded convex-tipped pistons conduct heat 
away from individual chips to a water-cooled cold plate. 
However, expected increases in mainframe computer chip 
power density may force indirect cooling methods to succumb 
to direct immersion cooling by dielectrics fluids such as the 3M 
Fluorinerts. Substitution of an intermediate boiling fluid be
tween the chip and an enlarged cold plate (or condenser) 
would drastically reduce the internal thermal resistance com
pared to diffusion through a long and complex conduction 
path. 

While recent studies by Tuckerman and Pease (1981) and 
Ramadhyani and Incropera (1987) are strong evidence of the 
cooling potential of single-phase forced convection, the ac
companying linear relationship between heat duty and chip 
temperature makes it less attractive compared to nucleate boil
ing in the medium VLSI heat flux range (50-100 W/cm2). 
Pool boiling heat transfer tends to maintain the chip 
temperature within a narrow range while dissipating a wide 
range of heat fluxes. This pool boiling feature is very desirable 
in electronic cooling since chip temperatures are limited to 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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85°C. Additionally, forced convection systems are often 
plagued by the need for large pumps and complex plumbing. 

Enhanced pool boiling of fluorocarbon liquids appears to 
be a promising first generation mainframe cooling technique 
for removal of large amounts of heat from individual chips. 
Independent gravity-driven thermosyphon modules (Fig. 1) 
may be able to cool arrays of high-power chips without the 
need for expensive pumps or complex plumbing. However, 
advances in the control of the often anomalous behavior of 
the boiling curve will be required before pool boiling heat 
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Fig. 1 Liquid-encapsulated gravity-driven thermosyphon cooling 
concept 
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transfer gains widespread popularity in the mainframe com
puter industry. 

Presently much uncertainty exists in the prediction of the in
cipient boiling point. Flux levels corresponding to the cessa
tion of boiling upon decreasing heat flux are usually much less 
than those encountered at the onset of boiling upon increasing 
heat flux. In other words, boiling incipience often occurs at 
temperatures much higher than expected and the excess 
superheat may quickly be dissipated by vigorous boiling 
resulting in potential damage to the heat source (chip) by ther
mal shock. 

If a force balance is performed on a spherical bubble and it 
is assumed pressure is related to temperature by the 
Clausius-Clapeyron equation and that superheat is sufficient
ly small that Psat - Tm linearity holds, then 

AT1,. = • sat fg (1) 

Equation (1) indicates that the superheat required to promote 
bubble growth and release is inversely proportional to the 
radius of the embryo within the cavity. Prevalent incipience 
theories (Hsu, 1962; Han and Griffith, 1965; Davis and 
Anderson, 1966) assume the smallest value of bubble radius 
(and therefore the greatest superheat) is equal or proportional 
to the radius of the cavity rcav. Following this assumption the 
wall superheat necessary to cause boiling is determined by 
cavity size distribution on the boiling surface. But for the 
special case of dielectric fluorocarbons, the extremely low con
tact angle causes almost complete liquid flooding of surface 
cavities, leaving very small vapor embryos. These embryos re
quire much higher superheat than predicted by equation (1) 
based on cavity radius (Bar-Cohen and Simon, 1986). Hence 
the key to estimation of the boiling incipience temperature for 
very wetting fluids lies in prediction of the distribution of em
bryo sizes rather than solely on the specification of surface 
characteristics. 

The rapid temperature drop that often accompanies boiling 
incipience is a product of the large and rapid change in the 
heat transfer coefficient as the heat transfer mode shifts from 
natural convection to nucleate boiling. For a small fairly 
isothermal heat transfer surface undergoing both natural con
vection and boiling on separate areas, Anc and Ab, the total 
heat load is comprised of a combination of natural convection 
and boiling components. That is, 

_qA_ 
= hA=hncAm + hbAb (2) 

where hnc and hb are the heat transfer coefficients for natural 
convection and boiling, respectively. Defining the boiling area 
fraction as A* =Ah/A 

h = hnc(l-A*) + hbA* (3) 

As A* grows gradually toward unity in equation (3), the heat 
transfer coefficient h will likewise increase smoothly to the 
value of hb. 

The behavior of A * with respect to time can be influenced 
by the size of the heat transfer surface and the pattern of boil
ing activation. Small heaters are often subject to large jumps 
in A * since the area that is influenced by the boiling of a single 
site is a significant fraction of heater area. Rapid patterns of 
activation force large swings in A * and therefore result in con
siderable incipience excursion. Blander and Katz (1975), Mar-
to and Lepere (1982), and Hui and Thome (1985) reported ex
plosive activation of boiling sites and considerable incipience 
temperature drop. 

Conduction effects within the test heater can greatly in
fluence the magnitude of the detected incipience excursion. 
Foil heaters such as those used by Park and Bergles (1986) 
allow little conduction along the heat transfer surface. Conse
quently, temperature measurements on these heaters are 
strongly affected by only a small localized area of the surface 
(smaller than the total heat surface area). The large change in 
the local heat transfer coefficient is sensed as a relatively large 
temperature fallback. Thick heaters, such as those of the 
present study, allow conduction within the heat transfer sur
face, which dampens the localized effect of the activation of a 
few boiling sites. Rapid activation of the entire surface may 
still result in incipience excursion but thermal shock is damped 
by the increased thermal capacitance. 

The purpose of this study is to determine the effect of some 
types of surface roughness scheme and surface structure on 
pool boiling incipience, nucleate boiling, and critical heat flux 
(CHF) using FC-72 dielectric fluorocarbon liquid. Low-
profile enhancements built upon a 12.7x12.7 mm2 vertical 
surface were studied with flow visualization employed to 
facilitate interpretation of results. 

Experimental Methods 

A highly instrumented pool boiling facility was developed to 
simulate the microelectronic boiling module environment. A 
schematic of the power supply, data acquisition, test and 
charging vessels, and supporting plumbing in shown in Fig. 2. 
To maintain fluid purity, only stainless steel and fluorocarbon 
compatible materials were in direct contact with the working 
fluid. Leaks in the test chamber were detected by repeated ap
plication of vacuum and pressure and completely sealed. 

A stainless steel pressure vessel rated for 22 bars at 200 °C 
with three access nozzles was utilized as the test chamber. For 
optical access, quartz sight glass window flanges capped two 
of the access ports while the heater module was mounted 
through the third. The bulk of the natural convection heat loss 
from the vessel to the ambient was compensated by large flexi
ble band heaters wrapped around the vessel. To maintain 
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Fig. 2 Schematic of pool boiling facility 

precise control of the temperature and pressure a temperature 
controller powered an immersion heater located in the liquid 
pool near the base of the vessel. The bulk fluid temperature 
was measured by a set of type K thermocouples located below 
the test surface. Heat was removed from the vessel via a water-
cooled condenser coiled within the upper section of the vessel. 
Combined use of the immersion heater and condenser allowed 
maintaining the fluid at atmospheric saturated conditions. 

Between test runs the test fluid was stored in a charging 
vessel below the test section. Dry high-pressure nitrogen was 
employed to drive the stored liquid into the test chamber prior 
to each test. Deaeration of the fluid to remove entrained gases 
was performed within the test vessel by vigorous boiling for 30 
min. The reflux condenser above the vessel recovered escaping 
FC-72 vapor and returned it directly to the test vessel. 
Danielson et al. (1987) employed a gas chromatographic 
technique to evaluate the effectiveness of this deaeration pro
cedure on a similar system and found the residual air concen
tration to be less than 1 percent by volume after 3 min of 
degassing. 

The heat source module, similar to those used by Nakayama 
et al. (1984) and Park and Bergles (1985), was fabricated from 
a copper bar, cartridge heater, two G-7 insulating plates, and a 
mounting tube as shown in Fig. 3. An oxygen-free copper 
assembly was employed to conduct heat from a Watlow car
tridge heater through a calorimeter bar section and into the 
simulated chip attachment. Insulation and positioning of the 
copper bar were accomplished by a G-7 fiberglass plastic cap 
and collar arrangement. The interface between the bar and in
sulation was sealed with high-temperature silicone RTV. The 
G-7 cap was fitted within the stainless mounting tube using a 
Viton O-ring and held against the test vessel pressure by set 
screws. 

Heat flux through the test surface was determined by a com
bination of electrical and thermal measurements. Power sup
plied to the cartridge heater by a 0-140 V autotransformer was 
measured by a Scientific Colombus Exceltronic Watt 
transducer to determine an electrical flux value within ±0.1 
percent uncorrected for heat loss. Four electrically insulated 
0.075 mm chromel-alumel wire thermocouples spaced 3.18 

Heater Chip Attachment 
(Oxygen-Free Copper) 

Adapter Plate 
(G-IO Fiberglass) 

Fig. 3 Sectional diagram of the heat source module 

mm apart were used to determine the thermal heat flux 
through the calorimeter section of the copper bar by assuming 
one-dimensional heat conduction. The thermal conductivity 
of the copper was 391 W/m-K (±1.2 percent) as determined 
by the supplier. It was found that a least-squares parabolic fit 
of the four temperatures showed little nonlinearity. This result 
confirmed both the low level of heat loss and the validity of 
the one-dimensional heat flow assumption. 

Plotting the percent heat loss (defined as the percent dif
ference between the electrical and thermal flux) versus the 
electrical power input revealed a smooth function of heat loss 
with electric power. The low power region of the plot was 
somewhat scattered due to the limited resoluton of the ther
mocouples (±0.05°C). These random round-off errors were 
eliminated by fitting a curve through the data. The empirically 
derived relationship was then used to correct the electrical flux 
for heat loss. Thus, the heat flux data presented in this paper 
correspond to the thermal flux corrected only for thermocou
ple round-off errors. This procedure was utilized for each 
boiling curve since heat loss is a sensitive function of the 
detailed boundary conditions of the heater. 

Several test conditions were repeated to verify the 
reproducibility of the data and validate the experimental 
technique. The variation in data sets was within ±0.05°C at 
heat fluxes smaller than 1 W/cm2 and within ±0.1°C at 
higher heat fluxes. 

Enhanced surface boiling chips were directly soldered to the 
heat source module. An adapter plate was fitted around the 
chip to provide a surface flush with the face of the chip and to 
insulate the chip sides. A relatively low temperature (180°C) 
lead/tin solder gave the best combination of strength, thermal 
conductivity, and operating temperature range for chip at
tachment. The thermal capacitance of the heater created a 
short time delay between the development of the vapor 
blanket at CHF and the temperature rise at the bond area. 
This delay allowed the operator to shut off power to the heater 
prior to melting of the solder. 

All augmentation schemes were built upon a standard 
4.78-mm-thick base chip with an area of 12.7 x 12.7 mm2. A 
0.075 mm wire type K thermocouple implanted in the center of 
the attachment was used to extrapolate an average surface 
temperature and evaluate the bond effectiveness. Experiments 
with multiple thermocouples within the chip confirmed 
numerical predictions that the central location of a single ther
mocouple bead well represented the average reference base 
surface temperature. 

Three categories of enhanced surfaces were tested: smooth, 
drilled, and low-profile structures. Geometries were chosen on 
the basis of simplicity and repeatability, requiring only ex
isting manufacturing technology. Three smooth surfaces were 
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examined to contrast the effects of surface roughness. A mir
ror finish was prepared by buffing a milled surface with
12,000 grit lapping compound. A similarly prepared mirror
smooth surface was roughened by longitudinal sanding with a
600 grit silicon wet!dry sandpaper to investigate the impact of
microscopic grooving of the surface. Examination of the sand
ed surface under a scanning electron microscope revealed the
dense pattern of parallel 0.6-1.0 /-tm gouges (or scratches)
shown in Fig. 4 (a). The micrograph also shows a void within
the copper that was exposed by machining. Surfaces marred
by such void anomalies were not used for testing.

The seemingly random dendritic structure of Fig. 4(b) was
the result of vapor blasting a water-base slurry of 12,000 grit
silica particles onto a mirror polished surface by means of

f------l
l°fJom

a) SANDED SURFACE

compressed air. Vapor blasting appears to replace any prior
surface roughness such as marks left by polishing or sanding
with a homogeneous structure having an effective pore size
near 15 /-tm as determined by the ASTM F-316-80 testing pro
cedure using a Coulter porometer. Cavity size distribution was
determined by submerging the surface in a given mass of
pressurized liquid and measuring the displacement of liquid
toward the surface as more cavities were intruded with liquid
with increasing pressure. All drilled and low-profile surfaces
were vapor blasted to eliminate variations in surface finish.

The effect of artificial cavities was examined using the three
surfaces shown in Fig. 5. A uniform cavity pattern of seven
teen 0.36-mm-dia holes on O.72-mm centers was drilled into a
vapor-blasted chip to simulate shallow 0.41-mm-deep artificial
cavities. In an attempt to use gravity to aid retention of a
stable vapor embryo, the holes of the inclined drill augmenta
tion form a 30-deg angle with the surface.

Three low-profile enhancement structures were used in this
study (Fig. 6). The microfin surface was characterized by
twenty 0.305-mm-wide vertical fins of 0.508-mm length
separated on 0.61O-mm centers. This design was based on the
enhanced surface geometries of Nakayama et al. (1984). The
microstud geometry was formed by modifying a microfin sur
face with horizontal cross-cuts. Similar in concept to the in
clined drill surface, the inclined microgroove was fabricated in
an attempt to trap vapor pockets within nine grooves oriented
at 30-deg angle to gravity.

The time, temperature, and pressure history prior to boiling
was found to be the primary factor affecting the magnitude of
incipient boiling hysteresis. To allow comparison of the
hysteresis behavior of the various enhanced surfaces, a stand
ardized test procedure was required. Unless otherwise noted,
the presented data resulted from the following procedure:

0.40~mm

e
~,6

z - =::J?356 mm

~
9

00000000000000000

Fig. 5 Artificial cavity configurations

b) VAPOR BLASTED SURFACE

Fig. 4 Scanning electron microscope photographs of surface
roughness
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1 The test chamber was charged then deaerted by 30 min of 
vigorous boiling at the immersion heater and test surface. 

2 The system was closed and the immersion heater brought 
back to a nonboiling mode to maintain saturated conditions. 

3 The test heater was shut off and the system allowed to 
stabilize for At* = 8 h. 

4 Power was supplied to the test heater in small increments. 
5 The test continued to the critical heat flux condition or 

once within the fully developed region, the power to the heater 
was gradually decreased, and after waiting at the zero power 
level for At* = 10 min, power was again increased toward 
CHF. The CHF condition was defined by the event where a 
small increment in power resulted in a rapid and large 
temperature rise as a film boiling mode was approached. The 
highest stable heat flux condition attainable prior to this event 
was designated to be the CHF point. 

Results and Discussion 

The influences of At*, surface roughness, artificial cavities, 
and low-profile structures were examined for pool boiling of 
FC-72 on a vertical surface at atmospheric pressure. The data 
are presented in the form of heat flux versus wall superheat to 
allow comparison of such performance parameters as the 
natural convection heat transfer coefficient, incipience 
temperature, magnitude of incipience excursion, growth pat
tern of the boiling region, enhancement of nucleate boiling, 
and critical heat flux. 

Effects of Nonboiling Waiting Period. The results of 
variations in At*, the nonboiling time interval, were studied 
with the mirror polished surface to minimize the dependence 
on surface characteristics. Figure 7 shows natural convection 
heat transfer was unaffected by the nonboiling time interval, 
but as At* was increased from 8 to 19 and 72 h, the boiling in
cipience temperature ATt rose from 15.0 to 23.1 and 30.6°C, 
respectively. The authors suggest this variation indicates a 
dependence of boiling incipience on embryo size rather than 
cavity size for highly wetting fluids such as FC-72. Consider
ing a decreasing flux situation, after an active cavity ceases 
boiling the vapor embryo shifts from a growth process into a 
collapsing mode as the vapor condenses into the surrounding 
liquid. As time progresses, the embryo radius decreases, 
thereby requiring a greater superheat to resume growing and 
re-initiate boiling. The data of Marto and Lepere (1982) also 
indicate the dependence of A71,- on the preboiling history. 
Sabersky and Gates (1955) examined the effect of an embryo-
collapsing pressurization treatment and found high incipience 
temperatures resulted from shrunken vapor embryos. 

The magnitude of incipience excursion detected for At* = 8 
and 19 h was less than 1 °C but increased to greater than 10°C 
when the vapor embryos were allowed to shrink for 72 h. 
Visual observation of the growth patterns of the boiling patch 
revealed the correlation between the preboiling history with 
the time rate of change of the boiling area fraction A *, the in
cipience superheat ATh and the incipience excursion AT},. It is 
proposed that for shorter At* insufficient condensation of the 
vapor into liquid caused little collapse of vapor embryos, thus 
allowing initial boiling to begin at modest surface superheat. 
The total heat transfer was adequately enhanced at the onset 
of boiling to stabilize the growth of A*, resulting in gradual 
departure from the natural convection regime as the initial 
bubble nucleation front near the top edge of the heater spread 
slowly downward in response to increasing heat load. On the 
other hand, the average surface temperature for the longest 
condensation time examined, At* = 72, was elevated beyond 
the T„ = S5°C electronic chip junction temperature limit to a 
point where a chain reaction of activation took place as boil
ing sites triggered nucleation at neighboring sites in rapid suc
cession. The boiling region spread over approximately 45 per-
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Fig. 7 Effect of At* on the boiling curve for a mirror polished surface 

cent of the surface within a few milliseconds, consistent with 
Marto and Lepere's observations of rapid activation on cylin
drical commercial surfaces. The number of active sites 
dropped fourfold as the 10.4°C of excess superheat was re
duced by a few seconds of vigorous boiling. The effect of the 
location of the active sites is evidenced by comparing the 
At* = 8 and 19 h curves with the A?* = 72 h curve. Over the 3.5 
to 6 W/cm2 range of heat flux the At* = 72 h curve shows 
marked enhancement because the active boiling sites are well 
distributed over the chip surface. Therefore, fluid mixing 
caused by bubble formation and departure may be influencing 
a large portion of the heat transfer area. The active boiling 
sites for the other At* tests were confined to a small area near 
the upper edge of the chip. 

As the mirror surface tests neared fully developed boiling 
(<7= 8 W/cm2) the boiling curves converged indicating At* af
fects the boiling performance only in the partially developed 
nucleate boiling regime. Similarly, identical CHF values were 
obtained for the three tests. 

To facilitate comparison to subsequent tests, it should be 
noted that the nucleate boiling portion of these curves lay 
relatively close to the Tw = 85 °C line and the heat fluxes at that 
temperature were only half of the peak values. 

A strong argument against extending incipience theories 
based on cavity radius ,rcav to fluids having very low contact 
angles can be built upon these incipience results since calcula
tion of ATj based on rcav would predict equal incipience 
temperature values for each of the three cases shown in Fig. 8. 

Effects of Surface Roughness. Surfaces can be 
characterized on a microscopic scale by determining the effect 
of roughness on boiling parameters. Comparing the mirror 
polished, sanded, and vapor blasted enhancements reveals a 
dependence of incipience temperature, incipience excursion, 
and nucleate boiling on microcharacteristics of the surface tex-
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Fig. 9 Effect of artificial cavities on the boiling curve for a flat vertical 
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ture (Fig. 8). Contrasting the single-phase results suggests little 
effect of microroughness on natural convection; however, 
subject to equivalent initial conditions, increasing roughness 
promoted earlier incipience and therefore reduced incipience 
excursion. The depression of the vapor blasted surface incip
ience temperature is assumed to be evidence of a connection 
to embryo stability since within the distribution of the com
plex cavities on the surface may exist a number of configura
tions capable of maintaining stable vapor embryos by com
parison to the mirror polished surface. In the regime of 
nucleate boiling, roughness significantly enhanced heat 
transfer (shifting the curve to the left) indicating a significant 
increase in the number of active sites at a given heat flux. 
Messina and Park (1981) reported similar boiling augmenta
tion of R-113 on a copper surface etched with jagged pits or 
sanded with fine sandpaper. Increased roughness lowered the 
superheat at CHF, but did not alter the magnitude of CHF 
noticeably, in contrast to the investigations of Messina and 
Park (1981), who detected a significant increase in CHF with 
increased roughness. The surface treatment for the remainder 
of the surfaces discussed in this paper was vapor blasting. It 
was chosen for its advantages in controlling hysteresis and 
augmenting nucleate boiling heat transfer. 

Effects of Artificial Cavities. A smooth vapor blasted sur
face modified by three unique drilled cavity patterns revealed 
the inability of large cavities to retain vapor embryos of 
FC-72. However, some amount of control over the propaga
tion of the boiling area can be exercised by proper placement 
of the cavities. Figure 9 shows that the incipience temperature 
was most reduced for the inclined array of cavities. Tests were 
run after At* = 8 h. Nucleation began near the upper edge of 
all three enhanced surfaces, not at the cavities, indicating that 
no moderately sized vapor embryo existed within the drilled 

holes. As with the smooth vapor blasted surface, the gradual 
growth of A* was from top to bottom with increasing flux ex
cept for the vertically arrayed surface. Following incipience on 
the vertical cavity surface, the top cavity began to boil, releas
ing relatively large bubbles. These bubbles were sufficient in 
size to activate the hole immediately below it. Within 20 s at 
the same flux the entire vertical row and surrounding area 
were completely active, resulting in a 6.0°C surface temper
ature drop. The cavities of the horizontal and inclined array 
become active only as the front of the boiling patch passed 
over them. Despite their relative reluctance to become active 
before microscopic cavities when heat flux was in
creased, large cavities were the last to cease boiling as the flux 
was decreased. Similar to the trend seen for natural convec
tion, nucleate boiling and CHF were most enhanced by the in
clined array of artificial cavities. The magnitude of CHF and 
the associated superheat for the horizontal and vertical cavity 
arrays were almost identical to that of the plain (nondrilled) 
vapor blasted surface indicating that these particular cavity 
patterns had little or no effect on the formation of the vapor 
blanket. However, the inclined array was successful at increas
ing the maximum flux by 25 percent through enhancement of 
the boiling prior to the onset of transition to film boiling. In 
contrast, experiments with very shallow pits on a mirror sur
face by Messina and Park (1981) suggest an optimum cavity 
size and distribution can enhance CHF markedly. Further ex
perimentation with placement and geometry of artificial 
cavities may result in more precise control of the growth of the 
active boiling area and enhancement of CHF. 

Figure 10 shows a comparison of natural convection data 
for all the flat surfaces including those with artificial cavities. 
Except for the inclined cavity array, data for all the flat sur
faces seem to follow a unique convection coefficient correla
tion indicating the weak effect surface roughness, vertical 
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Fig. 10 Comparison of present natural convection data with the cor
relation of Park and Bergles (1987) 

cavities, and horizontal cavities have on natural convection. 
Inclined cavities showed some enhancement over the other 
surfaces due, perhaps, to enhanced turbulent activity the 
orientation of these cavities imposes on vertical fluid motion 
near the upstream edge of the thermal boundary layer. Also 
shown in Fig. 10 is the empirical correlation 

Nu„ = 0.906 1 + 
0.011 

(W/WJ? 
Ra,? (4) 

where 

5 = 0.184 1 + 
2.64 x l 0~ 5 1 - ° 0 3 6 2 

(W/Wxf
Mi J 

fT„=70mm 
developed by Park and Bergles (1987) for natural convection 
from a small foil heater of height H and width W (typical of 
electronic chip size) in R-l 13. The large deviation between the 
present data and the Park and Bergles correlation can be ex
plained, in part, by the differences in thermal properties be
tween the fluids used in the two studies, and by the fundamen
tal differences in measuring the heat transfer coefficient. 
Unlike the isothermal surface condition of the present study, 
Park and Bergles utilized a thin foil heater, which imposed a 
constant heat flux boundary, and the wall temperature was 
measured only at the vertical center of the foil. Differences 
between the two correlations may also be traced back to the 
different three-dimensional pool geometries surrounding the 
two types of heater. These geometric effects are believed to in
fluence the natural circulation pattern in the vicinity of the 
heater. 

Effects of Low-Profile Surface Structures. Figures 11 and 
12 show that low-profile microfin, microstud, and inclined 
microgroove structures significantly augment nucleate boiling 
heat transfer at the expense of increased incipience excursion. 
Although natural convection for the microfin is more efficient 
than for the smooth surface (due to the more than doubled 
surface area), still greater enhancement is caused by the 
development of multiple boundary layers on the lower edges 
of the microstud structure. Another advantage of the 
microstud geometry is related to the stagnation of the induced 
flow caused by the downward-facing sides of the studs. Ap-
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parently the flow is slowed down allowing the liquid to be 
warmed to a temperature more favorable for activation of a 
vapor embryo. This effect is most clearly shown in the 5.6°C 
decrease in incipience temperature for the microstud com
pared to the microfin surface. 

Incipience on the microfin and microstud were accom
panied by 14.3 and 8.0°C of incipience excursion, respective
ly, as large portions of the chips rapidly activated. The quick 
growth of the boiling patch was caused by the growing bub
bles' tendency to move downward along the surface through a 
combination of attachment to the neighboring studs and 
dryout of the area between the fins. The extreme levels of boil
ing enhancement associated with these structures will require 
significantly higher natural convection heat transfer coeffi
cients to close the gap between the pre-incipience and post-
incipience temperatures at typical values of incipient heat flux. 
Also shown in Fig. 11 are the data obtained by Nakayama for 
a similar microfin geometry oriented horizontally facing up
ward. The CHF values are close (33 versus 34.6 W/cm2) but 
the horizontal orientation appears to enhance the nucleate 
boiling heat transfer slightly. However, the microstud surface 
resulted in a much higher CHF value of 51.1 W/cm2. Com
parison of the incipience performance of the two orientations 
is difficult since the At* values of Nakayama's experiments 
were not reported; however, data taken with the vertical 
microfin after a short At* period (10 min) display low in
cipience flux and temperature. 

Multiple traverses of the inclined microgroove surface boil
ing curve (Fig. 12) show the dependence of curve hysteresis on 
At*. The incipience temperature was further depressed com
pared to the microstud surface since stagnant pockets of 
warmed fluid were trapped within the grooves. The irregular 
shape of the inclined microgroove nucleate boiling curve is 
believed to be a product of the bubble activation pattern. As 
the initial bubble grew, they coalesced together very rapidly 
and activated the entire surface of the groove. The initial boil
ing from the uppermost groove was passed down to the next 
two grooves similar to the migration of activation seen with 
the vertical array of artificial cavities. The sudden jump in A* 
resulted in a 3.5°C surface temperature drop. Further activa
tion was more gradual as flux was increased to the fully 
developed region. Decreasing the heat flux revealed an addi
tional augmentation in the heat transfer at lower power levels 
compared to the case of increasing heat flux as the majority of 
the grooves remained boiling. Very low values of the boiling 
cessation flux and superheat were echoed by low values at in
cipience as the heat flux was increased after 10 min of nonboil-
ing. The third traverse of the boiling curve fell between the 
first two until a convergence at the point of fully developed 
boiling (# = 8W/cm2) occurred. The lack of protruding struc
tures to influence the onset of burnout explains the moderate 
peak flux, CHF =39.8 W/cm2. 

The microfin and microstud surfaces experienced similar 
trends to the boiling curve when subjected to multiple 
traverses of the boiling curve with At* first fixed at 8 h and 
then at 10 min. 

Summary 

This study was conducted to gain a good understanding of 
the trends associated with pool boiling of FC-72 on a vertical 
surface. Specific conclusions for the design of direct immer
sion electronic cooling packages are as follows: 

1 Common incipience theories based on cavity radius do 
not apply to highly wetting fluids such as FC-72. Incipience is 
sensitive to the value of the effective radius of vapor embryos 
existing within the surface; however, that radius may be a very 

complex function of surface microstructure and the 
temperature/pressure history prior to boiling. 

2 Increasing the nonboiling waiting period appears to in
crease the incipience temperature and incipient excursion. 

3 Artificial cavities on the order of 0.3 mm diameter are in
effective in lowering the incipience temperature, enhancing 
nucleate boiling, or increasing CHF. 

4 Microstructures significantly shift the boiling curve 
toward lower superheats while increasing the incipience 
excursion. 

5 The maximum heat flux is a function of surface geometry 
and orientation but independent of initial conditions, surface 
roughness, or the presence of large artificial cavities. The 
microstud surfaces provided CHF values in excess of 50 
W/cm2. 
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The Effect of Surface lot ion on 
Forced Convection Film Boiling 
Heat Transfer 
The growth in demand for high-quality metallic alloys has placed greater emphasis 
on the predictability of cooling methods used in manufacturing processes. Several 
methods involve forced convection film boiling, which can occur on metallic strips 
or plates cooled by water jet impingement or on strips inside cooling jackets of con
tinuous annealing processes. Since surface temperatures are typically well above the 
boiling point of water, a substantial portion of the surface area can involve film 
boiling. The strip or plate speed often exceeds the water velocities and strongly in
fluences boundary layer development in the vapor and liquid. The purpose of this 
paper is to estimate the effect of plate motion on heat transfer in the film boiling 
regime. Conservation equations for mass, momentum, and energy have been solved 
by the integral method for film boiling in forced convection boundary layer flow on 
a flat isothermal plate in motion parallel to the flow direction. Unlike previous 
studies, which have shown that heat transfer is chiefly governed by the plate and 
subcooled liquid temperatures, heat transfer is shown to also depend on the plate 
velocity. For large velocities, the importance of radiation heat transfer across the 
vapor layer is reduced. However, when the velocities of the plate and liquid are op
positely directed and of nearly equal magnitude, radiation across the vapor layer can 
become significant, even at low plate temperatures. 

Introduction 

In order to improve process control and product quality, in
creasing attention is being given to the development of ac
curate methods for predicting the thermal response of 
materials to cooling methods used in their manufacture. A 
good example is the hot rolling process in which a series of 
counterrotating cylindrical rollers (Fig. 1(a)) reduces a steel 
strip to its final thickness (McGannon, 1971). For low-carbon 
steels, rolling usually begins at about 1200°C and is completed 
well above 723°C, below which ferrite and iron carbide are 
formed. After rolling, the strip is typically cooled along a 
runout table by jets of water to about 650°C and is subsquent-
ly directed to a coiler. Coiling at this temperature preserves a 
fine ferritic grain size by limiting self-annealing in the roll. In 
addition to greater strength, smaller grain size improves 
weldability by allowing lower carbon alloys to be used, which 
in turn reduces the formation of iron carbide. 

The mechanical properties of cold rolled steel are also af
fected by cooling methods used along the runout table, since 
the surface finish and thickness tolerance of a strip from the 
hot rolling mill are improved by cold rolling. Properties of 
cold rolled strip can be altered by using the continuous anneal
ing process shown in Fig. 1(b). A strip moving at high speed is 
heated to permit recrystallization and is rapidly cooled by 
direct contact with a flowing liquid inside a compact heat ex
changer. The strip is directed back and forth to accommodate 
a long length of strip inside the jacket. 

Temperatures in the foregoing processes are high enough 
for film boiling to occur (Collier, 1981). Hence, it is useful to 
consider how film boiling can arise adjacent to an impinging 
planar jet on a stationary plate, since the mechanisms are 
similar to those on moving plates. This configuration is of 
primary concern to hot strips on runout tables, where planar 
jets of low turbulence water span the entire width of the strips. 

Currently with Department of Mechanical Engineering, Clemson University, 
Clemson, SC 29634. 
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Winter Annual Meeting, Boston, Massachusetts, December 13-18, 1987. 
Manuscript received by the Heat Transfer Division May 10, 1988. Paper No. 
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The jets provide uniform, controllable, and effective cooling, 
since splashing is minimized and contact of water with the 
strip is improved. Kohring (1985) cited measurements of cool
ing efficiencies in terms of heat removed per volume of water 
expended. He showed that planar jets are about 48 percent 
more efficient than circular jets in removing heat from a strip 
at 900 °C and traveling at 10 m/s. 

The relative locations of the anticipated heat transfer 
regimes are depicted in Fig. 2. Beneath the jet and extending 
several jet widths, heat transfer is by single-phase forced con-

Nozzle 

(a) 

Y7 Impinging 
Water Jet 

Steel Strip 
or Plate 

Cooling Jacket 

a a '8 'o '&-

Runout Table 

(b) 

Water 

Fig. 1 Examples of forced convection film boiling on moving surfaces: 
(a) cylindrical rollers acting on hot plastic steel of rectangular cross 
section prior to cooling by jets of water, and (b) continuous annealing of 
cold rolled strip 
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Regime 

1 - Single Phase Forced Convection 
Liquid H - Nucleate/ Transition Boiling 

' Jet m - Forced Convection Film Boiling 
12 - Agglomerated Pools 
2 - Radiation and Convection 

to Surroundings 

Plate 

Fig. 2 Anticipated heat transfer regimes adjacent to an impinging jet 
on a stationary plate (note: lengths for each regime are not necessarily 
to scale) 

vection. In this zone (region I), the cooling effectiveness of the 
jet is very high and the surface temperature is too low for boil
ing. Away from the stagnation streamline, the water near the 
plate is heated and the cooling effectiveness of the jet 
diminishes. The plate's surface temperature increases and the 
onset of boiling is eventually reached. A comparatively nar
row region (II) of nucleate and transition boiling may separate 
region I from region III, where forced convection film boiling 
occurs. Eventually, water overriding the vapor layer ag
glomerates into pools (region IV) due to surface tension ef
fects and a significant fraction of the surface is left void of liq
uid and vapor. Heat transfer occurs by convection and radia
tion beneath the pools and principally by radiation to the 
surroundings from the unwetted surface. The pools migrate in 
a random-walk fashion until they either evaporate or are lost 
at the edge of the plate. In region V, heat transfer occurs by 
radiation and convection from the dry plate to the sur
roundings. This description is consistent with observations 
made by Kokado et al. (1984) for a stationary plate cooled 
from 900°C by a circular water jet. 

If the plate in Fig. 2 is made to move to the right, the 
thickness of the vapor layers beneath the pools and in the film 

boiling regime would decrease since vapor flow would be pro
moted by the plate motion. However, if the plate moves to the 
left with sufficient velocity, the vapor layer thickness may in
crease since vapor can be drawn toward the jet by the plate 
motion. Of course, both cases can occur simultaneously on 
moving strips or plates since an impinging jet divides on their 
surfaces. 

Numerous studies of forced convection film boiling have 
been performed. Motte and Bromley (1957) experimentally 
studied the effects of subcooling on heat transfer from 
horizontal tubes in a turbulent flow. Nusselt numbers in
creased markedly with subcooling and approached those for 
nucleate boiling. Cess and Sparrow (1961a, 1961b) performed 
similarity analyses for forced film boiling in saturated and 
subcooled liquids on stationary isothermal plates. Their 
results also showed large increases in Nusselt number with in
creasing subcooling. They demonstrated that, if radiation 
across the vapor is neglected and the liquid is saturated, the 
Nusselt number decreases as the wall temperature is raised. 

Radiation across the vapor film can be significant when the 
surface temperature is high. Sparrow (1964) considered 
separately cases where the vapor was both radiatively par
ticipating and nonparticipating in laminar film boiling by 
natural convection on a vertical isothermal plate immersed in 
a saturated liquid. Advection terms for energy transport were 
ignored, since they were deemed negligible relative to conduc
tion across the vapor. In the nonparticipating case, the plate 
and vapor/liquid interface were treated as diffuse/gray 
parallel surfaces. In the participating case, the radiation term 
in the energy equation for the vapor was assumed to corre
spond to that for an optically thin vapor. Sparrow concluded 
that the effect of a radiatively participating steam vapor is 
"fully negligible" for pressures up to at least 10 atm. 

The objective of this study is to assess the importance of 
surface motion on heat transfer by forced convection film 
boiling. Although heat is more effectively removed by single-
phase forced convection near impinging jets, the film boiling 
region can span more than 50 jet widths on a strip in a hot roll
ing mill. Hence, reliable models are needed in order to deter
mine the cooling of strips and plates in this regime. 

Nomenclature 

cp = specific heat at constant 
pressure 

h = heat transfer coefficient 
hc = convective heat transfer 

coefficient in the presence of 
radiation across vapor layer 

hco = convective heat transfer 
coefficient without radiation 

hfg = latent heat of vaporization 
hR = radiation heat transfer 

coefficient 
hT = total heat transfer coefficient 

= hc + hR 
Ja = Jakob number = cpv (Tp — 

T,)/hfg 
k = thermal conductivity 
L = plate length or length for 

film boiling 
Nux = Nusselt number = hcox/kv 
Nu» = ratio of Nusselt number for 

moving plate to Nusselt 
number for stationary plate 
= (NuxRe-"2 ^/N) / 
(NuxRej1/2 pv/vL,)\i=o 

Pr = Prandtl number = iic„/k 

Re, = 

T = 

x = 

y\ = 

r = 

heat flux 
Reynolds number for liquid 
= Piuax/ni 
temperature 
x component of velocity 
x component of velocity for 
vapor/liquid interface 
velocity ratio = us/u„, 
velocity of plate 
velocity ratio = vp/u„ 
mass flow per unit width of 
plate 
stream wise coordinate (Fig. 
3) 
vertical position above plate 
(Fig. 3) 
vertical position above vapor 
layer = y-bv 
density-viscosity product 
ratio = Pllx,/puii,v 
subcooling parameter = 
Pr„cp,(7; - 7".)/ 
PT,CPV(TP - T,) 
boundary layer thickness 
ratio = A/6 

8 = 

K = 
A = 

e = 

V = 

V = 
P = 
a = 
L = 

fyx ~ 
* = 

velocity boundary layer 
thickness in liquid 
vapor layer thickness 
thermal boundary layer 
thickness in liquid 
emissivity 
dimensionless vertical coor
dinate = >>]/5 
dynamic viscosity 
mass density 
Stefan-Boltzmann constant 
dimensionless vertical coor
dinate = jv,/A 
shear stress = n du/dy 
parameter defined by equa
tion (23) 

Subscripts 
av = 

/ = 
P = 
s = 
V = 

y = 
00 = 

average value 
liquid 
plate 
vapor/liquid interface 
vapor 
y direction 
liquid free stream 
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Fig. 3 Boundary layer development for forced convection film boiling 
adjacent to an impinging jet on a moving plate 

Analysis 

Rao and Prasad (1983) compared their integral solution for 
heat transfer due to forced convection film boiling over a flat 
stationary plate to a solution numerically generated by Ito and 
Nishikawa (1966). Differences between the solutions were in
discernible, leading Rao and Prasad to conclude that the in
tegral solution provided an accurate analytical method for 
film boiling. An integral method was therefore utilized, with 
the realization that the accuracy of a film boiling model is 
necessarily limited by simplifying assumptions. 

The integral method applied in this study was a generaliza
tion of one described by Arpaci and Larson (1984). The 
analysis is applied to boundary layers in the vapor and liquid 
adjacent to a jet impinging on a moving plate (Fig. 3). The 
point of vapor formation, which was fixed, served as the 
origin to the coordinate system and was sufficiently removed 
from the stagnation region where the free-stream velocity in 
the liquid is constant. In case 1, the plate's velocity is opposite 
to that of the liquid, while in case 2, the plate and liquid travel 
in the same direction. The bulk vapor and liquid flows can be 
oppositely directed in case 1 if the plate speed approaches or 
exceeds the jet impingement velocity. The vapor layer may 
form at the beginning of the agglomerated pool zone of Fig. 2, 
develop toward the jet, and terminate when the plate 
temperature near the jet decreases below the Leidenfrost 
point. 

Nonuniform plate temperature and vapor collapse near the 
jet due to flow reversal are complications of case 1 that were 
not considered in this study. The model that follows pertains 
to case 1 only when the plate speed is sufficiently small to 
preclude reversal of the bulk vapor flow. Under these condi
tions the boundary layer equations are applicable. Moreover, 
a constant plate temperature is used over the film boiling 
regime due to the relatively small values of the associated heat 
transfer coefficients. 

Instabilities in the vapor/liquid interface can arise due to 
the greater density of the liquid overriding the vapor in the 
presence of a gravitational field. The importance of these 
Taylor-Helmholtz instabilities (Berenson, 1961) is unknown 
when the flow velocity and plate temperature are high, as in 
the present case. For example, the waviness in the interface 
arising from the instabilities may be reduced by vaporization 
occurring preferentially whenever the liquid approaches the 
plate surface. This effect is enhanced at higher flow velocities 
and plate temperatures since heat transfer across the vapor 
layer is increased. Consequently, owing to the uncertain im
portance of interface instability and in order to simplify the 
analysis, the vapor/liquid interface is modeled as a smooth 
boundary with no waviness, as depicted in Fig. 3. 

Further simplification is realized by considering only the 
case where the vapor and liquid flows are laminar. Thus, the 
analysis applies to locations prior to the point where tur

bulence begins in either the vapor or liquid. Unfortunately, 
appropriate transition criteria are not yet available for the 
complicated flow considered here. However, it is reasonable 
to expect that a fraction of the affected area adjacent to an im
pinging laminar jet will pertain to laminar flow, so long as the 
distance between the jet's stagnation point and the point 
where film boiling begins is not large. 

The specific assumptions of the analysis are: (i) steady flow 
with u„ = const, (ii) constant thermophysical properties, (Hi) 
negligible viscous heating, (iv) Pr, > 1, (v) negligible body 
forces in comparison to viscous forces, (vi) laminar, incom
pressible flow, (vii) negligible vapor loss from the vapor 
layer, (viii) a radiatively nonparticipating vapor layer, and (ix) 
opaque, diffuse/gray liquid and plate surfaces. Ther
mophysical properties are evaluated at the film temperature 7} 
= (T, + T2)/2, where T, and T2 are the temperatures across 
the boundary layer in the liquid or vapor. 

An analysis was performed to validate assumption (viii) by 
determining whether the vapor can be regarded as radiatively 
nonparticipating in forced convection film boiling. The vapor 
was modeled as an optically thin planar layer (Cess, 1964). 
Volumetric absorption and emission by the vapor were found 
to be small for the temperatures and surface emissivities 
associated with the manufacture of steel strips and plates. The 
error in the heat flux predicted at the vapor/liquid interface 
caused by neglecting absorption and emission was less than 5 
percent for a plate temperature of 1000°C. Smaller errors were 
associated with the heat flux predicted at the plate's surface. 
Hence, assumption (viii) was considered to be appropriate. 

The mass vaporization rate of liquid per unit plate width ws 
is related to the mass flow in the vapor layer by the expression 

d ?sv 
W * = - ^ ) o p'U"dy (1 ) 

Conservation of momentum and energy in the vapor and liq
uid layers of Fig. 3 may then be expressed as 

d i" 
I —T I — \J Pvuldy-Wsus 

d [sv 
~dx~\o PvCpvUv(Tu-Ts)dy = qy\y=<i-q y ' y = 8v 

(2) 

(3) 

dx ]oP/MM»-«/)4yi+(«oo-Ms)ws = TJ,J_(,1=o (4) 

j o ptcplu,(T,- Tm)dyy + cpl(Ts-T«,)ws=qy \n_0 (5) _d_^ 
~dx. 

It is of interest to note that, even when thermophysical 
properties are independent of temperature, the conservation 
equations for energy and momentum in the vapor and liquid 
are coupled, since the velocity of the vapor/liquid interface 
depends on the vaporization rate. 

The conservation equations are subject to conditions at the 
plate surface, the vapor/liquid interface, and the extremities 
of the liquid thermal and velocity boundary layers. 

Plate surface (y = 0): 

uv = vp (6a) 

Tv = Tp (6b) 

Vapor/liquid interface (y = 5V ory, - 0): 

uv = us (la) 

TV = TS (lb) 

u, = us (8a) 
T, = TS (&b) 

Edge of thermal boundary layer in liquid (y, = A): 

T, = Ta (9a) 
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dT, 

dy, 
= 0 

Edge of velocity boundary layer in liquid {y, = 8): 

du: 

dy, 
= 0 

(9*) 

(10a) 

(106) 

Additional relationships are obtained by imposing force and 
energy balances at the vapor/liquid interface. 

Pv 
3uv 

dy 'y = Sv —/*/ 
dU/ 

dy{ 
^ 1 = 0 

wshfg = • 
dTv 

dy 
1 y = hv +k, 

ST, 

dy, y\ =o + 4« 

(11) 

(12) 

In accordance with assumption (ix), the radiation heat flux qR 

across the vapor layer is (Sparrow, 1964) 

qR=hR(Tp-Ts) (13a) 

where 

•<r(T*-T*y 

Le„+e,-e„e.s J L T„~T, J 
(136) 

Ordinary nonlinear differential equations for 8V, 8, and A 
can be obtained by solving the foregoing equations subject to 
prescribed expressions for the velocity and temperature pro
files. Cess and Sparrow (1961a) showed that the temperature 
and velocity profiles in the vapor are nearly linear for sta
tionary plates when Ja/Pr„ <K 30 and Ja <K 12, respectively. 
Since most vapors (and notably water vapor) have Pr„ « 1 
and Ja < 1 for most applications, both conditions are fre
quently satisfied. The validity of this assumption is enhanced 
by conditions for which the velocity difference across the 
vapor layer is large. Assuming linear profiles in the vapor 
layer, the boundary conditions given by equations (6) and (7) 
give 

and 

"» 

Us 

T -

~VP 

~VP 

Ts 

y 

T -T 
L p ± s 

1- y 

(14) 

(15) 

Second-degree polynomials are prescribed for the velocity 
and temperature profiles in the liquid subject to conditions 
given by equations (8), (9), and (10). 

^ = (1 Us)(2r)—q2) + Us 

T-T^ 
^ ^ = ( E - 1 ) 2 

(16) 

(17) 

The resulting system of differential equations obtained 
from equations (1), (4), and (5) is 

1 d 
PvUa dx [(«, + «)«„] (18) 

15 ( 1 - K S ) dx 
[8(1-

Pv 

«,)(l + 3«,/2)] 

d 

dx [(!-«,)( 

2 

A2 

68 

Pv 

Pi 

PI dx 
[(us + v)8v] = 

2^i 

PlUa 

(19) 

A3 \ iisA 

3082)+~3~. 

d 2k 
A—Kus + v)8v]= '-

dx P,cplu0 

(20) 

The vapor layer thickness 5„ is related to 5 by equation (11), 
which with equations (14) and (16) gives 

5 2fi, ( l - « , ) 
(21) 

In order to solve equations (18), (19), and (20), it is 
necessary to assume that the dimensionless interface velocity 
us ( = us/ux) and the boundary layer thickness ratio V ( = A/5) 
are constants. These assumptions are mathematically valid 
when qR = 0, although the resulting solutions will be subse
quently modified to include radiation. Physically, the assump
tions are plausible, since for Pr, = 1, A = 8 and it can be 
shown that equations (19) and (20) are identical, in accordance 
with the Reynolds analogy, only when us is constant. Equa
tions (19) and (21) yield an ordinary differential equation for 
8(x) which, for S(x=0) = 0, has the solution 

8(x) = 
30/x/A: 

/(>;"<»* 
(22) 

where 

* = ! + • 
f »2 - i>2 

L l - i i , 
(23) 

3 15 
— U, H 
2 s 8Z 

In equation (23), us, v, and Z are constants related to the 
momentum transfer between the vapor and liquid. 

Expressions relating T and us are found from equation (12) 
with qR = 0 and equations (20) and (22), 

TPr, 

8$ 

15 

2(1-

Pr„ 

•us)T
2(5-T) + 20rus + 

15 (u2~v2y 

Z ( ! - « , ) -

8$ JaZ 
„ r u, — v 1 2 0{u,-v) 

(24) 

(25) 
r(i-«,) 

The local Nusselt number referenced to the temperature dif
ference across the vapor is then 

kv V 15 / ixv ( « , - « ) x ' 

where hco is the convective heat transfer coefficient when 
radiation across the vapor is negligible. Specific values of us 

and T can be found from equations (23), (24), and (25) with a 
root-solving method once Pru, Pr / t Ja, Z, and /3 are specified. 
(This approach is consistent with the earlier assumption that 
us and T are constants.) Calculated values of Nuxix„/fiiRel

x
/2 

were compared to those given by an existing similarity solution 
(Cess and Sparrow, 1961) for forced convection film boiling 
on a stationary isothermal plate in a saturated liquid ((3 = 0) 
with negligible radiation across the vapor layer. The values 
agreed to within 0.5 percent for 6.25 < JaZ/Pr„ < 7610. 

Bromley (1950) included the effect of radiation in natural 
convection film boiling from horizontal tubes by using an ap
proximate method that has since been widely used and shown 
to provide good results (Sparrow, 1964; Collier, 1981; 
Shigechi et al., 1984). In order to include radiation effects in 
this study, an analogous method is introduced for forced con
vection film boiling on a plate. In particular, an average total 
heat transfer coefficient across the vapor is defined as (hT)m 

= (hc + hR)av, where an average heat transfer coefficient is 
related to the local value by hav = (j£ h dx)/L. For a linear 
temperature profile in the vapor, (hc)av <x \/8v. If the heat 
transfer to the liquid is small, the vapor mass flow rate wv is 
proportional to the vaporization rate. Hence, wv <x (hT)av 

and since vv„ oc 8V for a linear velocity profile in the vapor, 
(hc)av <* (l/^r)au- If (hm)av ls approximately constant (e.g., 
far from x = 0), the following relationship can be formed by 
noting that (hc)m = (,hC0)mv/hmhR = 0: 

(Ko\ = (hc + hR\ 
(27) 

Journal of Heat Transfer AUGUST 1989, Vol. 111/763 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



NIK 

J Q Z 

Fig. 4 Ratio of Nusselt number for moving plate to Nusselt number for 
stationary plate with Pr, = 1.0, qR = 0, and /? = 0 

* 

i * 

JqZ 
Prv 

Fig. 5 Effect of subcooling on heat transfer for Pr; 
<JB = 0 

1.0, v = 0, and 

It follows that, in the presence of radiation, the average con-
vective heat transfer coefficient is approximated by 

-hR+-Jh2
R+4h2

co 

- [ -(Ae)« 

and the total heat transfer coefficient is 
hR+-fh2

R+Ah2
0 

(hT)av = 

(28a) 

(286) 

Equation (28fo) differs from Bromley's expression (Bromley, 
1950), which applies to natural convection film boiling. The 
radiation heat transfer coefficient, in accordance with 
assumption (ix), is given by equation (13b). 

Results and Discussion 

Equation (26) can be rearranged to relate the local Nusselt 
and Reynolds numbers to the parameter $ given by equation 
(23) and to the velocity ratios us and v. 

Nux/i„/j«, 

Re 1/2 (-£) (us-v) 
(29) 

Thus, for particular values of the subcooling parameter /3, the 
density-viscosity product ratio Z, the parameter JaZ/Pr„, and 
the Prandtl number for the liquid Pr,, the interface velocity 

3 = 1.0 

.a) 

Fig. 6 Influence of subcooling on heat transfer from a moving plate for 
Pr( = 2.7, JaZ/Pr, = 30,000, and qR = 0 

ratio «s can be calculated for specific values of v from equa
tions (23), (24), and (25). On runout tables, \v\ S 10, 20,000 
^ JaZ/Pr„ S 40,000, and 0.05 <, 0 S 0.2. Values for 
Nux^v/ix/Rel

x
/2 are presented for 102 < JaZ/Pr„ < 105 to in

clude results for lower plate temperatures, or equivalently, 
lower Jakob numbers, where film boiling can also occur. 

The effect of plate velocity on heat transfer to a saturated 
liquid (|8 = 0) is presented in Fig. 4 in terms of a dimensionless 
Nusselt number ratio Nu« defined by [NuxRe~U2^v//j.,] / 
[NuxRe~V2ixv/iJi,] I i=0. When the plate moves opposite to the 
liquid (v < 0), vapor traveling with the plate increases the 
vapor layer thickness and Nu„ decreases as ItH increases. In
formation is not provided for v < -0.6 since the bulk mass 
flow of vapor becomes directed toward x = 0 and solutions for 
us could no longer be found to equations (23), (24), and (25). 
Solutions were not possible since the boundary layer equations 
no longer apply when the bulk vapor flow is reversed. 

Heat transfer is enhanced when the plate and liquid move in 
the same direction (v>0) since vapor flow is aided and the 
vapor layer is thinned. On runout tables, I til •& 10 and the 
Nusselt number may be as much as 250 percent larger than 
that for a stationary plate. This enhancement can be more pro
nounced when flow velocities are small (v > 10), as in heat ex
changers used in continuous annealing processes or when the 
jet flow rates are reduced. 

Figure 5 illustrates how subcooling can substantially in
crease heat transfer from a stationary plate. Typically, the 
subcooling parameter 0 is less than about 0.2 for a runout 
table. Higher values are possible at lower plate temperatures at 
which film boiling can still occur. Values for NuxRe^l/2/*„//*/ 
are nearly constant for /3 s 0.05, indicating the importance of 
subcooling in determining the heat transfer rate. 

As shown in Fig. 6, the plate velocity remains important 
even with high subcooling for typical values of JaZ/Pr„ and 
Pr, on runout tables. The increase in Nu^Re^172 ^„/^/ ' s 

greater for v near zero in that plate motion promotes the 
vaporization of liquid. 
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Fig. 7 influence of the liquid Prandtl number on heat transfer at dif
ferent subcoolings for qR = 0, v = 0, and JaZ/Prv = 30,000 

Heat transferred from the vapor/liquid interface to the liq
uid decreases as the thermal boundary layer thickness A in
creases. The value of A depends largely on Pr;> which affects 
heat transfer as shown in Fig. 7 for different values of the sub-
cooling parameter /3. 

The derivation of equation (28) assumed that the heat 
transfer to the liquid is small. The effect of subcooling is to 
reduce the vapor layer thickness, since heat is lost to the liquid 
in lieu of vaporizing liquid at the vapor/liquid interface. 
Therefore, the importance of conduction relative to radiation 
across the vapor layer is increased when the liquid is sub-
cooled. Analyses employing (hc)av for saturated liquids 03 = 0) 
can be used to conservatively estimate conditions where radia
tion is important in a subcooled liquid. Such analyses also 
reveal the effect of plate motion on the contribution of radia
tion to total heat transfer. 

The effect of radiation across the vapor layer on the average 
total and convective heat transfer coefficients for water is 
shown in Fig. 8 as a function of plate temperature for - 0.6 < 
v < 20. Values representative of runout tables were used for 
the film boiling length L, the liquid velocity «„, and the 
emissivities ep and ts of the plate and vapor/liquid interface, 
respectively. The emissivity of the vapor liquid interface is 
nearly unity since water is strongly absorbing at the 
characteristic wavelengths for the plate temperatures con
sidered. The emissivity (ep = 0.85) of the plate is typical of 
highly oxidized steels (Touloukian and DeWitt, 1970). In the 
figure, the ratio of the average total heat transfer coefficient 
to the average convective heat transfer coefficient in the 
absence of radiation, (hT/hc0)av, increases significantly with 
plate temperature due to higher radiative emission by the 
plate. The increase is most pronounced for v = — 0.6 since the 
vapor layer thickness is increased by vapor traveling with the 
plate against the liquid flow. However, the ratio (hT/hco)m is 
smaller when the plate and liquid move in the same direction, 
since the combined motion of the plate and liquid decreases 
the vapor layer thickness and conduction across the vapor 
layer becomes more important. Radiation reduces the average 
convective heat transfer coefficient, as indicated by the results 
for (hc/hco)m. This reduction is due to larger vapor layer 
thicknesses, which arise when heat is transferred by both 
radiation and conduction to vaporize water more readily at the 
vapor/liquid interface. The effect is most pronounced for v = 
-0.6, since the contribution due to radiation is greatest. For 
very high values of v, radiation may be negligible, especially at 
lower plate temperatures. 

MJ 

200 400 600 800 1000 1200 

Tp (°C) 
Fig. 8 Effect of radiation across the vapor layer on the average total 
and convective heat transfer coefficients for water with L = 0.5 m, T„ 
= 100°C, u„ = 5 m/s, p = 0, ep = 0.85, and es = 1.0 

It is important to note that Fig. 8 corresponds to a saturated 
liquid (/3 = 0). When the liquid is subcooled, the importance of 
radiation decreases, as explained earlier, and the values of 
(hT/hC0)m and {hc/hco)m would be closer to unity than those 
in Fig. 8. However, the effect of plate velocity is correctly 
represented, and plate velocity must be incorporated into 
physical models in order to describe accurately the importance 
of radiation across the vapor layer. 

Conclusions 

Plate motion can significantly influence heat transfer in film 
boiling, even when the liquid is subcooled. The effect of sub-
cooling is significant and depends on Pr/, as well as plate 
speed. Radiation becomes less important at higher plate 
velocities and can in some cases be neglected unless the plate 
temperature is very high. For small plate velocities opposite to 
the flow of liquid, radiation becomes more important since the 
vapor layer thickness is increased. Larger plate velocities can 
reverse the vapor flow and possibly entrain vapor from par
tially wetted regions, greatly complicating theoretical models. 

Accurate analytical estimates of heat transfer by film boil
ing should include the effects of plate motion when applicable. 
Plate motion is especially important when the plate speed 
greatly exceeds the liquid velocity. Hence, correlations for 
forced convection film boiling on stationary surfaces may pro
vide inaccurate heat transfer estimates when applied to 
manufacturing processes where the cooled material is in 
motion. 
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Stability of a Direct-Contact Spray 
Column Heat Exchanger 
The governing equations for the transient multiphase flow in a liquid-liquid spray 
column are developed. Using the model, numerical calculations are presented that 
represent typical fluctuations observed in the operation of the direct contact tower 
of the U.S. Department of Energy's 500-kWe geothermal power plant at East Mesa, 
CA. The response time is determined for the column and conditions leading to local 
flooding are determined. 

Introduction 
In the 1960s, the use of spray columns in desalination systems 

initiated a renewal of interest in them as heat exchangers (Kern, 
1967; M. W. Kellogg Co., 1971; Sukhatine and Hurwitz, 1971). 
The energy crisis of the 1970s and 1980s led to further inves
tigations. Of particular interest was their application to ex
tracting heat from geothermal brines (Jacobs and Boehm, 1977, 
1980), and for use with solar ponds (Wright, 1982). These 
interests were based on the need to avoid the fouling and scaling 
problems associated with these hot fluids, and to develop means 
of maximizing the efficiency of heat extraction. Early studies 
based their design on mass transfer analogies (Treybal, 1953). 
Later studies attempted to develop correlations for volumetric 
heat transfer coefficients (Plass et al., 1979), and to use sim
plistic models to estimate the column's hydrodynamic behavior 
(Letan and Kehat, 1968; Jacobs and Boehm, 1980). 

Using these simplified methods, this paper's second author 
carried out the design for the East Mesa DCHX Binary Cycle 
Geothermal Facility's large spray column. The column was 
designed to operate with a minimum approach temperature 
between the low-salinity geothermal brine (< 2000 ppm) and 
the isobutane working fluid of 5°F or 2.8°C. This minimum 
approach temperature occurred within the preheating section 
of the column, which was used as a combined preheater-boiler. 
Data acquired during the nearly three years of operation of 
the system indicated that its performance was equal to or 
greater than expected. However the temperature profiles along 
the length of the column did not follow closely those predicted 
from the correlations used in its design (Ohlander et al., 1983). 
It was obvious that further studies were necessary to interpret 
the results. The U.S. D.O.E. requested the present authors to 
commence such a study. 

In an attempt to understand the operation of the East Mesa 
spray column better, it was decided to formulate the problem 
in terms of the governing equations for multiphase flow. For 
the preheater section of the column, models were developed 
for steady-state operation using different methods to describe 
the heat transfer to the drops. In the preceding paper (Jacobs 
and Golafshani, 1989), it was shown that the heat transfer was 
controlled by the conduction within the drops of the dispersed 
phase. Attempts to determine a physical model to describe the 
heat transfer in the boiler section of the column have not met 
with much success (Jacobs and Boehm, 1980). In fact, Walter 
(1981) concludes, "There appears to be no way to calculate a 
heat transfer coefficient." Thus, the simple correlation of Ja
cobs and Boehm (1980) was used for the boiling of isobutance 
in brine. The correlation is a simple expression for volumetric 
heat transfer coefficient as a function of holdup 

Uv = 8.38 X 105 0 W/m3 °C (1) 

Contributed by the Heat Transfer Division and presented at the ASME/AIChE 
National Heat Transfer Conference, Denver, Colorado, August 1985. Manu
script received by the Heat Transfer Division July 10, 1987. Keywords: Evap
oration, Multiphase Flows. 

Since dchx's are designed to operate near flooding condi
tions, it is important to determine how changes in operating 
conditions might influence the column's performance. This is 
particularly true in geothermal systems where changes in the 
well head conditions are beyond the control of the operator. 
Fluctuations in brine flow rate, pressure, and temperature can 
all occur. Adjustments must be made before the column goes 
unstable. In addition, for a combined preheater-boiler spray 
column such as at East Mesa, it is necessary to ascertain how 
such changes affect the needed length of the preheater so that 
carryover of liquid brine with the working fluid vapor does 
not occur as this could damage the working fluid turbine. Based 
on this need to understand the transient operation, the present 
study was undertaken utilizing a transient multiphase model. 

In modeling the direct contact preheater-boiler combination 
used at East Mesa, we note that the boiler volume is very small 
compared to that of the preheater. This is, of course, due to 
the intensity of the heat transfer in the boiler as compared to 
the preheater and the large temperature increase that is required 
across the preheater. Typically the vaporization process is com
pleted in less than a meter of column height while the preheating 
takes nearly 7 m. Thus, as a first approximation, it is reasonable 
to assume a rapid adjustment in the boiler while the preheater 
provides the major time delay. (It should be noted that for 
solar pond applications, the low temperature increase across 
the preheater would make the boiler and preheater sections 
nearly identical in length.) In the present study, we restrict 
ourselves to a situation where the boiler section adjusts nearly 
instantaneously to the conditions of the fluids entering it. Thus, 
we can concentrate on the response of the preheater section. 

Mathematical Modeling 
Consider the column shown in Fig. 1. It is of constant di

ameter and ideally the dispersed phase, which we assume is 
lighter than the continuous phase, rises in continuous streams 
from the injector nozzles. Unless strong recirculation regions 
occur due to improper design of the continuous phase inlet, 
it is clear that the flow is essentially one dimensional. However, 
for our problem, there is the possibility of time dependence. 
Thus, the continuity equations for the continuous phase and 
dispersed phase are, respectively, 

and 

a[(i-4>)pc: 
dt 

dpd<t> 
+ 

3[(l-0)pcVJ 
dx 

dPd<l>Vd „ 

= 0 (2) 

(3) 
dt dx 

For each phase the conservation of momentum can be writ 
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Fig. 1 Schematic of a countercurrent spray column heat exchanger 

ten; however, in a two-component system, it is only necessary 
to write the momentum equation for one phase and for the 
mixture. Thus, for the dispersed phase 

dPd<j>Vd + dPd<t>n 

dt dx 

dP 
Ve) - <t>Pdg (4) 

where K is the interphase friction factor. 
For the mixture as a whole, we have 

d[(l-4>)pcVc] + W_ -4>)PcV^] , dPd<t>Vd 

dt dx 

dx 

dP 

dx 

dt 

- [(1-4>K + 4>Pd\g (5) 

Note in equation (5), that the interphase friction term dis
appears as the interphase forces on each phase are equal and 
opposite. Note also that we write the pressure gradient as a 

partial derivative. This is due to the fact that during a transient 
the amount of mass of each fluid can vary in the column and 
thus the hydrostatic pressure can vary with time as well as 
axial location. As the continuous phase flows downward, Vc 

is a negative value. 
The energy equations also need only be written for the dis

persed phase and the mixture as a whole, thus for the dispersed 
phase 

dPAhd dPd<j>hdVd dWP) QL 
Vol dt dx dt 

and for the mixture 

d[(l-4>)pchc] d[(l-cj>)pcVchc] d</>pdhd d<f>pdVdhd 

(6) 

dt dx dt dx 

dP 

dt 
(7) 

The set of partial differential equations given in equations 
(2)-(7) has to be solved in conjunction with equations of state 
for the two fluids and using appropriate relations for the in
terphase friction factor A'and the interfacial heat transfer Q/ 
Vol. Jacobs and Golafshani (1989) give for K 

3 0 
Vd- Vr (8) 

where I Vd— Vc I is the absolute value. The value for Cd is 
found from Grace (1983) for single drops. It is consistent with 
Steiner and Hartland's equation (29a) (1983) for drop swarms. 

For an organic fluid as a dispersed phase in water or brine, 
Jacobs and Golafshani (1989) have shown for droplets of ~ 3.0-
4.0 mm in diameter that the heat transfer is governed by con
duction within the drops and that, at least for isobutane, drop 
growth, due to decreased density when the drops are being 
heated, must be taken into account. Thus, for the droplets, it 
is also required to solve the transient conduction problem 

d(pcpT)d 

dt. 

dfik, 
dja 
dr 

dr 
(9) 

where here t\ is defined as the elapsed time from the point of 
origin of the drop to x, or 

[x dx 

The associated initial and boundary conditions are 

Td = Td0 at f, = 0 

and 

Td is finite at r = 0 

Td = Tr at r = Rd 

(10) 

(11) 

Nomenclature 

cP • 
G 
g : 

h •• 

k •• 

K •• 

LMTD: 

m •• 

Nd •-

P •-

Pr = 
Q ' 

drag coefficient r = 
specific heat Rd = 
volumetric flow rate ReDc = 
gravitational acceleration 
enthalpy t = 
thermal conductivity tt = 
interphase friction factor 
log mean temperature dif- T = 
ference V = 
mass flow rate Vol = 
number of droplets of dis- x = 
persed phase 
pressure 
Prandtl number a = 
heat transfer rate JX = 

radial coordinate 
radius of droplets 
Reynolds number = pc I (Vc 

- vd) i D/,XC 

time 
time for a droplet to rise 
through the column = x/Vd 

temperature 
velocity in x direction 
volume 
vertical coordinate measured 
from the bottom of the col
umn 
thermal diffusivity 
dynamic viscosity 

p = 

<t> = 

Subscript 
b = 
c = 
d = 
/ = 
; = 

o = 
w = 

density 
holdup, fraction of volume 
occupied by the disperse 
phase 

s 
brine 
continuous phase 
dispersed phase 
conditions at flooding 
at the interface between the 
droplets and continuous 
phase 
at entrance conditions 
working fluid 
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It should be noted that since the density of the drops changes 
that 

1/3 

R, = R,n ( — ) (12) 

r j g BRINE IN 

"-«*(£)' 
It is clear that even for steady-state operation, the above-

described equations must be solved numerically, since Tc varies 
with x as does Vd. For transient behavior of the column, we 
have a doubly complex problem. However, for a given system 
of droplets released at a specified time, the problem is in fact 
no worse in regards to solving equations (9)-(12). 

At each location along the column, the droplets' mean tem
perature is found after solving equations (9)-(12). From this, 
the value of the dispersed phase enthalpy can be obtained, and 
from the mixture energy equation (7), the enthalpy of the 
continuous phase. Equation (6), therefore, is only used to check 
convergence. Thus, the actual governing equations for solution 
of the problem are equations (2)-(5) and equations (7)-(12) 
subject to the constraints of the equations of state for the two 
fluids and the imposed boundary conditions. 

Numerical Solution 
In carrying out the numerical solutions, the governing equa

tions are first converted into a set of algebraic equations using 
a spacewise upwind differencing technique with the exception 
of the droplet conduction equations where central differencing 
is used. The transients are expressed in an implicit formulation. 
As the finite difference equations are strongly coupled and 
nonlinear they have to be solved by an iterative guess and 
correct technique at each time step. The method used closely 
follows that of Spalding (1980) and is described in detail by 
Golafshani (1984). Details of the programming can be found 
there as well. 

Typically in carrying out an analysis, due to the added com
plexity of having to solve the droplet conduction problem 
simultaneously, we initiated our analyses by first solving for 
a steady-state solution around which we wished to study a 
transient response. In carrying out an analysis for the design 
of a spray column, the two fluids, their mass flow rates, and 
their temperatures as they enter the column are specified as 
well as the pressure at the top of the column. The column 
diameter is also specified in such a way as to insure that flood
ing would not take place in an isothermal column. This is 
normally done utilizing the equation (13) experimentally de
rived correlation due to an empirical formula (Minard and 
Johnson, 1952) 

{m+\){\-GD/Gc)<j>} + (/w + 2 ) S % ^ = 0 (13) 

where m = 1.39 for ReDc > 500. 
Next one can specify the exit temperature desired for one 

of the fluids or the column length. It is, of course, much easier 
to do the latter since defining one exit temperature in fact 
defines the other. However, the length would be unknown. 
Thus, initially a length would be guessed. Such a guess could 
be obtained by using an empirical expression for a volumetric 
heat transfer coefficient such as given by Plass et al. 

Uv = 22.4 X 104 <t> W/m3 °C (for </> < 0.05) (14) 

Uu = [83.9 x 104 (<A-0.05), -0.57 OR 

+ 1.12 x 104) W/m3°C (15) 
In this case, equation (6) could be used in place of equations 

(9)-(12) in solving the problem. Even greater simplification 
could result by assuming the fluid properties p and Cp constant 
at inlet conditions; however, for many systems such as iso-
butane-water, the results could be quite erroneous and lead 

3 8 - 1 0 " (I 1.84m) 
SHELL LENGTH 

ISOBUTANE IN 
- / ') V.' \ 2 ^ 

BRINE0UT '////////////////////>////'//. 
Fig. 2 Schematic of 500-kWe direct-contact heat exchanger 

to a long iteration time to converge to the actual length required 
for the variable property conduction model. 

After obtaining a steady-state solution for the column op
eration, the transient behavior can be obtained by imposing a 
change in one of the input variables or in the column pressure. 
In the work presented by Golafshani (1984), changes in mass 
flow rates, pressure, and temperature were considered. 

Results and Discussion 
The transient response analyses reported herein correspond 

to operating conditions reported by Olander et al. (1983) for 
the 500-kWe Direct Contact Geothermal Power Plant at East 
Mesa, CA. The spray column, as shown in Fig. 2, is a combined 
preheater-boiler arrangement. The design is such that liquid 
level is controlled primarily by adjusting flow rates. The boiling 
section is relatively short, in the range of 1.0-1.5 m (3-5 ft.) 
with the greater portion of the length being the preheater. 
Fluctuations in flows, temperatures, and column pressure can 
occur as the continuous phase is brine and the dispersed phase 
is isobutane. Although the system ideally should operate in a 
steady-state mode, the geothermal wells at East Mesa produce 
time-varying amounts of C02 as well as hot brine. The C02 
needs to be purged by flashing, which can induce changes in 
brine temperature and flow rate and even pressure although 
the wells are pumped. Carryover of C02 to the condenser can 
also cause fluctuations in isobutane inlet temperature. Thus, 
at least small fluctuations can occur at regular intervals and 
the column must adjust to them. Since the column operation 
attempts to control fluid height, and the preheater required 
length can vary, it is possible to cause buildup of isobutane in 
the boiler section of the column since, as the preheater length
ens, there may not be sufficient boiler length or contact time 
between the saturated isobutane drops and the brine. This can 
cause a drop in column pressure as less vapor is generated. 
Adjustments would thus have to be made to the turbine con
trols, etc., until the column re-equilibrated. It is thus necessary 
to determine the response time for the column as well as changes 
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Fig. 4 Variation of velocity of the brine and the working fluid as well 
as holdup along the length of the column, mb = 11.70 kg/s, mw = 12.26 
kg/s 

i 1 1 1 1 

nib = 11.70 kg/sec, mw = I2.26kg/sec 
Tb,„= I I 1.90 "C, Tw ta = 27.30 "C 

P,op = 2.39 MPa 
INITIAL DROPLET RADIUS - 1.6 mm 

riib=l2.7kg/sec, 

mw=l3.6kg/sec, .. . 

2.51 MPa 

mb= 10.7 kg/sec 

. mw=l 1.6 kg/sec 

_ L _1_ 
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 

HEIGHT (m) 

Fig. 5 Effect of change in mass flow rate and column pressure on the 
brine temperature, mb = 11.70 kg/s, mw = 12.26 kg/s 

in holdup and required preheater length to reach the saturation 
conditions for the isobutane. 

Figures 3 and 4 present the steady-state preheater temper
ature, void fraction, or holdup and the velocities predicted 
throughout the 500-kWe spray column. In Fig. 3, there are 
also presented temperature measurements made with resistance 
thermometers located in the column (Olander et al., 1983). 
The higher temperature curve is for the brine and the lower 
temperature curve is for the isobutane. The experimental data 
appear to represent the isobutane drops in this case, except at 
x = 0, which is the extraction temperature of the brine. This 
was not always the case, however. Usually the experimental 
data lie between the two curves, indicating that normally some 
sort of weighted average is measured. 

Figures 5-7 indicate changes observed after 180 seconds for 
the brine temperature, isobutane temperature, and holdup for 
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working fluid temperature, mb = 11.70 kg/s, mw = 12.26 kg/s 
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Fig. 8 Effect of change in the brine inlet temperature on temperature 
profile of the brine and the working fluid, mb = 11.698 kg/s, mw = 
12.259 kg/s 

step changes in mass flow rates or column pressure. It is clear 
that the preheater is relatively insensitive to pressure, whereas 
changes in the mass flow rates as low as ± 1 kg/s can yield 
temperature variations within the column of ±2°C. Figure 8 
shows the effect of a 5°C decrease in brine inlet temperature. 
Near the bottom of the column, the temperatures remain un
changed, but near the top, changes of each fluid are seen. For 
the East Mesa column, all such changes in flow rates and brine 
inlet temperature can occur, and they can occur rapidly as the 
controllers were not sufficiently sensitive to respond. Thus, it 
is impossible to state that steady-state operation is ever really 
achieved. Due to this, it was remarkable that Jacobs and 
Golafshani (1989) were able to achieve the comparison shown 
in Fig. 3 and better in many cases (Golafshani, 1984) between 
their model and measured temperatures. Table 1 indicates how 
each variation discussed influences the preheater length re
quirement. 
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Table 1 Changes in column height after a sudden change in 
input characteristic of the column. Steady-state conditions are: 
mb = 11.70 kg/s, mw = 12.26 kg/s, Tbln = 111.9°C, Twin 

= 27.3°C, Ptop = 2.39 MPa, and initial droplet radius = 1.6 
mm. 
Change in input characteristic H {t = 180) - H (t = 0) (m) 

mb increased by 1 kg/s 
mb decreased by 1 kg/s 
mw increased by 1 kg/s 
mw decreased by 1 kg/s 
Ptop increased by 5 percent 
Tbm decreased by 5°C 

-0.87 
0.1 
0.04 

-0.04 
0.9 
1.04 

13.14 kg/sec 
11,14 kg/sec 

Tb,„ -- 120.50 °C 
T w , „ . 36.30 'C 
Plop ' 2.86 MPa 
INITIAL DROPLET RADIUS = 1.6 r 
O EXPERIMENTAL DATA t l 33 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 
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Fig. 9 Temperature profile of the brine and the working fluid along the 
length of the column using variable radius model, mb = 13.14 kg/s, 
mw = 11.14 kg/s 
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Fig. 13 Transient response of the working fluid temperature after an 
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Figures 9 and 10 illustrate another steady-state calculation 
for an additional operating condition. Figures 11-15 show the 
response of Tw to changes in mass flows and inlet brine tem
perature as a function of time. The trends are all as expected 
for the increase in working fluid flow rate. The early time 
response indicates an increase in temperature at the bottom of 
the column. This is due to the time that it takes the mass flux 
wave to traverse the column height. At 45 seconds, the in
creased number of droplets per unit volume will be occupying 
a greater fraction, i.e., $ will be higher and the drag on the 
drops greater. There will be a longer exposure to a hotter brine. 
However, as the higher mass flux works its way up the column, 
there will be a cooling of the continuous fluid approaching the 
bottom and the temperatures will be depressed. It is clear that 
a longer preheater length will be required to bring the isobutane 
up to its saturation temperature as was indicated by the pre
vious case studied. 

For all cases studied, a new equilibrium steady state was 
achieved after approximately 180 seconds. Thus, the analysis 
indicates that this is the effective response time for the pre
heater section of the column. As the boiler section is always 
very short for the East Mesa facility, this is a good approximate 
value for the column itself. 

Conclusions 
A one-dimensional transient multiphase model appears to 

be adequate to describe the performance of a spray column 
such as that at the East Mesa 500-kWe Direct Contact Binary 
Cycle Power Plant. Changes in preheater length of up to one 
meter can easily occur due to modest changes in the input 
conditions. The response time for the direct contactor is of 
the order of 180 seconds. For changes occurring in shorter 
times than this, there should be a lag time such that a true 
equilibrium steady state is not achieved. Thus, observed tem
perature measurements in the column are not necessarily at 
steady state. For small changes in various input parameters 
that are likely to occur, the long response time of 180 seconds 
should allow for reasonable control if adequate space is pro
vided for the boiler and a vapor accumulator. As this was the 
case for the 500 kWe facility spray column, there occurred no 
adverse operational effects to the power plant due to the direct 
contactor. 
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A Heuristic Evaluation of the 
Governing Mode of Heat Transfer 
in a Liquid-Liquid Spray Column 
A steady-state one-dimensional multiphase flow model is developed to describe the 
characteristics of a spray column type direct-contact liquid-liquid heat exchanger. 
Several models are assumed to describe the interphase heat exchange between water 
as the continuous phase and organic liquids as the dispersed phase. For small-
diameter droplets, it is shown that existing experimental data are best described by 
a model that assumes the heat transfer is controlled by conduction within the drops. 

Introduction 
Direct-contact heat exchangers of the spray column type 

have many potential uses in industry. Among them is the ex
traction of heat from low-temperature sources such as geo-
thermal brines. Since the 1960s, a number of investigators have 
proposed correlations to predict the volumetric heat transfer 
rate in such devices. 

Spray column liquid-liquid heat exchanger experiments have 
been conducted in laboratory scale equipment for the following 
fluids as the dispersed phase with water as the continuous 
phase: benzene (Garwin and Smith, 1953), toluene (Treybal, 
1953), CC14 (Johnson et al. 1957), Shell Oil A and spray base 
and kerosene (Woodward, 1961), kerosene (Letan and Kehat, 
1968), mercury (Pierce et al., 1959), isobutane (Suratt and 
Hart, 1977), hexane (Holt, 1977), R-113 and insulating oil 
(Plass et al., 1979), and also pentane in recent design studies 
carried out at the University of Utah. Defining a volumetric 
heat transfer coefficient as 

U„ = 
g/Vol 
LMTD (1) 

several different correlations have been proposed based on 
moderate temperature changes and overall column heat trans
fer. These correlations for Uv have generally been written as 
a function of holdup <t>, and the ratio of the volumetric flow 
rates of the dispersed and continuous phases GD/GC (Garwin 
and Smith, 1985; Woodward, 1961; Plass etal., 1979). In many 
of the experiments the actual holdup was not measured, but 
was instead calculated based on drop size and relative buoyancy 
as well as flow rates and ratios for a given column (Jacobs 
and Boehm, 1980). This was due to the difficulty in making 
actual holdup measurements. 

Garwin and Smith (1953) presented two correlations for their 
experiments for benzene dispersed in water. For the benzene 
being heated their data showed 

C/„=20.3 x 10V W/m3°C (2) 

and for benzene being cooled 

C/„ = 31.1 x 104</> W/m3°C (3) 

However, their experiments were conducted with two different 
size drops. For the benzene being heated the drops were 7.34 
mm in diameter and for the benzene being cooled the diameter 
of the drops was 6.71 mm. Rosenthal's (Treybal, 1953) data 
for toluene show a similar trend. Rosenthal used two different 
orifice diameters for his injection plates, 7.2 mm and 3 mm. 
Higher heat transfer was achieved with the smaller drops. 

Contributed by the Heat Transfer Division and presented at the ASME/AIChE 
National Heat Transfer Conference, Denver, Colorado, August 1985. Manu
script received by the Heat Transfer Division July 10, 1987. Keywords: Evap
oration, Multiphase Flows. 

Woodward's (1961) data for Shell Oil A, spray base, and 
kerosene were accumulated for a single volumetric flow ratio, 
GD/GC = 2.5, and a single drop diameter, 3.5 mm. For this 
condition, the data correlate as 

UV = 22A X 104</> W/m3°C (4) 

In 1979, a research team at the University of Utah carried 
out a study of liquid-liquid heat transfer characteristics of a 
6 ' x 6 " diameter spray column using water as the continuous 
phase and insulating oil as the dispersed phase (Plass et al., 
1979). An orifice plate was chosen that yielded 1.75-2.00 mm 
radius drops. Data were acquired for very small holdups up 
to near the flooding limit. Using their data and all of the 
existing data for organic liquids, they arrived at the following 
correlations: 

UV = 22A x 104</> W/m3°C (for 4><0.05) (5) 

and 

Uv= [83.9 x 1O4(0 - 0.05)e-°"Gfl /Gc 

+ 1.12X104] W/m3°C (for c/>>0.05) (6) 

The above correlations yielded conservative results and ap
peared to be accurate to within ± 20 percent not only for those 
organic fluids lighter than water, but also for the data for R-
113, which is 1.4 times as heavy as water. No attempt was 
made to use the correlations for the existing liquid metal-water 
system (Pierce et al., 1959). 

Letan and Kehat (1968) were involved in designing a spray 
column using kerosene dispersed in a continuous water phase. 
Due to difficulties in rationalizing their data, they sought a 
hydrodynamic explanation based on single drops and a wake 
shedding model. This model assumed that a drop rising through 
a continuous phase would have a wake forming phase followed 
by a wake shedding phase and then would, in a spray column, 
have an agglomeration stage. This model was to explain ap
parent high heat transfer at the top and bottom of their column. 
Their model assumed perfect mixing within the drops, and the 
heat transfer governed by the wake buildup and shedding. 
Empirical relations for wake size and shedding rate were in
corporated in the model. For very long columns, the model 
led to a constant heat transfer rate. The problems with this 
model include the fact that for small drops, ~ 1.75 mm radius, 
little internal circulation occurs (Grace, 1983), and for mod
erate holdup 0 ~ 0.15-0.30, the distance between drops would 
not allow for wake sizes typical of those assumed in the model. 
In fact, studies reported by Steiner and Hartland (1983) in
dicate that the flow field external to the drops resembles flow 
over a closely spaced staggered tube bundle with no wakes 
being formed. 

In 1980, Barber-Nichols Engineering, under U.S. Depart-
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Fig. 1 Schematic of 500-kWe direct contact heat exchanger 

±0.1 mm were formed. They maintained a nearly spherical 
shape with no fluctuation or oscillation, which is contrary to 
the empirical curve of Grace (1983). The column was suc
cessfully operated over a 2.5 year period. However, temper
ature profiles measured in the preheater section appeared to 
be anomalous from that expected for a constant value of Uv. 

In order to gain some insight into the operational charac
teristics of the East Mesa Column, the largest spray column 
yet constructed, the U.S. Department of Energy funded the 
present authors to carry out the study described herein. In this 
paper, we concentrate on the preheater section of the column. 
Rather than using the simple correlation equations that have 
normally been used for design for both the hydrodynamics 
and heat transfer, we have formulated the problem in terms 
of the basic conservation equations for multiphase flows. We 
then investigated several models for the interphase heat trans
fer. 

Mathematical Modeling 
In a spray column, where the column diameter is very much 

larger than the droplet size, and if the continuous phase does 
not have significant recirculation zones, the flow can be as
sumed to be effectively one dimensional. 

Assuming steady state, the one-dimensional continuity equa
tions for the continuous phase and dispersed phase are, re
spectively, 

dx 
((l-0)pcKc) = O (7) 

and 

ment of Energy funding, began construction of a direct contact 
geothermal demonstration power plant at East Mesa, CA 
(Ohlander et al., 1980). The direct-contact heat exchanger for 
this system was designed by this paper's first author. The 
column (see Fig. 1) combined a boiler section at the top of the 
column with a liquid-liquid preheater section. Isobutane was 
injected at the bottom of the column as the dispersed phase 
and the geothermal brine at the top. For operation at 90 percent 
of flooding with a pinch point temperature of 5°F (2.8°C), 
equation (6) indicated a preheater (liquid-liquid) length of 
about 22 feet (6.7 m) above the isobutane distributor plate 
assuming 1.75 mm radius drops. The nature of the potential 
drop behavior was studied using a small distributor plate in a 
glass column with normal pentane as the working fluid instead 
of isobutane. This was done so that the experiments could be 
conducted near atmospheric pressure. Drops of 1.6 mm radius 

dx 
(<t>PdVd) = 0 (8) 

The conservation of momentum equations for a two-com
ponent system of immiscible fluids can be written in terms of 
the conservation of momentum of one fluid and for the mixture 
as a whole. Thus, we have for the dispersed phase 

and for the mixture as a whole 

J^((l-<«pcF?)+ JM</>P^) 

(4>PdVd)=-<t>—-K(Vc-Vd)- (9) 

- ^ -((l-tf>)pc + M,)g 
dx 

(10) 

N o m e n c l a t u r e 

G = 
8 = 
h = 

hm = 

CD = drag coefficient 
Cp = specific heat 

volumetric flow rate 
gravitational acceleration 
enthalpy 
mean surface heat transfer 
coefficient 
thermal conductivity 
interphase friction factor 
log mean temperature dif
ference 
mass flow rate 
average surface Nusselt 
number 

Nd = number of droplets of dis
persed phase 

k 
K 

LMTD 

m 
NuD 

p --
Pr = 
Q -
r = 

Rd --
'^D„ ' 

t = 
ty ~-

T = 

uv --
V = 

Vol = 

= pressure 
= Prandtl number 
= heat transfer rate 
= radial coordinate 
= radius of droplets 
= Reynolds number = 

PcKVc- Vd)\D/,xc 

= time 
= time for a droplet to rise 

through the column 
= x/V„ 

= temperature 
= volumetric heat transfer 

coefficient 
- velocity in x direction 
= volume 

a = 
/* = 
P = 
4> = 

Subscripts 
c = 
d = 
i = 

o = 

vertical coordinate meas
ured from the bottom of 
the column 
thermal diffusivity 
dynamic viscosity 
density 
holdup, fraction of vol
ume occupied by the dis
persed phase 

continuous phase 
disperse phase 
at the interface between 
the droplets and continu
ous phase 
at entrance conditions 
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where K is the interphase friction factor. Note that the inter
phase friction factor does not occur in the mixture equation 
as it acts with equal magnitude but opposite direction on each 
of the two phases. 

The energy equation for the droplets is 

dx 

and for the mixture 

d 

( * f c * W = - Q / V o l 

((1 - <t>)PcVchc) + — (<j>'dVdhd) = 0 
dx dx 

(11) 

(12) 

where Q/vol is the rate of interfacial heat transfer per unit 
volume. As was the case for the interfacial friction, no inter
facial heat transfer term occurs in the mixture equation. 

The set of differential equations given in equations (7)-(12) 
has to be solved in conjunction with observance of variables 
represented by algebraic relations. The density and temperature 
for each fluid must be represented by an equation of state 
written in terms of that fluid's enthalpy and pressure. (Riemer 
et al., 1976a, 1976b). 

The interfacial friction factor K may be written as 

K=Ndr&jCd\/2fic Vd-Vc 

where the number of droplets per unit volume Nd is 

Nd = -
A-K 

Rd 

Substituting equation (14) into equation (13) yields 

30 
K= w d

 CDP< vd-vr 

(13) 

(14) 

(15) 

The drag coefficient CD is in general a function of the Rey
nolds number of the droplet, which in turn is a function 
of the droplet radius, kinematic viscosity of the continuous 
phase, and the relative velocity between phases. However, in 
the present analysis, the drag coefficient can be assumed to be 
of a constant value of 0.4, which is approximately valid for a 
droplet Reynolds number in the range of 103 - 105. This range 
is typical of that calculated for the rise of hydrocarbon liquid 
droplets in water or geothermal brine. 

There are several ways of establishing the interfacial heat 
transfer per unit volume, Q/Vol. Utilizing the concept of a 
volumetric heat transfer coefficient Uv, we could write 

Q/Vol=Uv(Td-Tc) (16) 

in equation (11). In so doing, we would be able to utilize any 
of the correlations found in the literature. The correlations 
most representative of all existing data are those given in equa
tions (5) and (6). As these correlations were not based on 
actually measured values of holdup, but rather on empirical 
correlation, we could use that correlation instead of the cal
culated values of 0 from the governing equations. 

A second possible way to evaluate Uv is to assume that the 
heat transfer to the working fluid droplets is controlled by the 
convective heat transfer outside of the drop. This is essentially 
the same as assuming no resistance to heat transfer within the 
drop. (While this may be accurate for liquid metal drops, 
organic liquids such as refrigerants, oils, or hydrocarbons nor
mally have very low thermal conductivity, and thus, such an 
assumption is suspect.) If we were to use such a model, Sideman 
(1966) recommends the following correlation for the mean 
surface heat transfer coefficient hm: 

Nuflp = 2.0 + 0.6 Rejg Prj£ (17) 

The relationship between Uv and hm can be shown to be 

Uv = 4NdTrRdhm (18) 

Another method for establishing Q/Vol that we will con
sider for establishing the mechanism of heat transfer between 
the phases is to assume that the outside heat transfer coefficient 
is large and that the heat transfer inside the drop is the con
trolling mechanism. Since the droplets remain spherical as 
noted earlier, the internal circulation should be small. For such 
fluids as refrigerants and hydrocarbons, which are notoriously 
poor conductors, a small radius could well cause conduction 
to dominate at ReD above 500. (Note: This would require 
only a small shift in the boundary of the empirical curves of 
Grace (1983), which are used to define drop behavior.) In order 
to facilitate the use of this idea, one could use the one-di
mensional transient spherical conduction equation with a time-
dependent boundary condition. This equation is 

d(pCpT)d 
dr2kd dr 

(19) 
dti r2 dr 

Here t^ is defined as the elapsed time from the point of origin 
to x, which is equal to x/Vd. The associated initial and bound
ary conditions are 

Td=Td0 at r, = 0 

Td is finite at r = 0 (20) 

and 

Td=Tc at r= Rd 

Tdo is the temperature of the droplets at the injection point. 
In order to solve equation (19) subject to the conditions 

given in equation (20), one may assume two different ap
proaches. If pd, Cpd, and kd do not change significantly, there 
would result an analytical solution for the mean temperature 
of the droplet utilizing the Duhammel superposition integral 

Td,M) = Td0+
6-g(p^)(\'Q\ e—3;— {Tc-Td0)ds\ 

Rd 

(21) 

Obtaining the solution of equation (19) in this manner pre
cludes the solution of equation (11). However, equation (19) 
must be solved subject to simultaneously satisfying equations 
(7), (8), (10), and (12). 

If the integration is done along sufficiently small steps in 
time, tu then Tc could be considered constant during each of 
these intervals and the resulting expression for Tdm would be 

Tdm(tl)-Td0 + 
1 / M 

(E (Tc-Td0) 

(22) 

ad/rip 

(e *» (Afi-Ar'"1) 

where At = time step equal to Ax/Vw and M = number of 
time steps to reach time tv 

The second method for solving equation (19) subject to the 
conditions of equation (20) is to account for the change of 
the dispersed phase properties pd, Cpd, and kd as the droplet 
traverses the height of the column. When this is required due 
to a density change, then the droplet radius also changes 

* - * & ) ' 
(23) 

The change in radius leads to changes in drag, holdup, and 
phase velocity along the length of the column resulting in a 
computationally much more difficult problem. 
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A fourth way of determining Q/Vol is to account for both 
the internal and external heat transfer. This would be to solve 
equation (19) subject to the boundary conditions 

Td= Tdi at f, = 0 
Td is finite at r = 0 

and (24) 

-K^p- =hD(Td-Tc) 
dr Rd Rd 

Equation (19) subject to equation (24) and including the drop 
growth defined by equation (23) requires numerical solution 
in a separate subroutine. hD can be obtained from equation 
(17). 

Typically in carrying out an analysis for the design of a 
direct contact liquid-liquid heat exchanger, the two fluids, their 
mass flow rates, and their temperatures as they enter the col
umn are specified, as well as the pressure at the top of the 
column. The column diameter is also specified in such a way 
as to insure that flooding would not take place in an isothermal 
column. Next one can specify the exit temperature of one of 
the fluids or the length of the column. This is, of course, 
analogous to the procedures used in designing shell and tube 
heat exchangers. For the latter case, one must worry about 
excessive pressure drop; however, for direct-contact heat ex
changers one must concern himself with flooding. If such a 
condition exists, one must change either the flow rates or the 
column diameter. Although in an isothermal column it is only 
necessary to check the flooding condition at one axial location, 
in a column with heat exchange the holdup may change 
anywhere along its length. Thus, one does not design at the 
flooding point, although the correlations for Uv would indicate 
the higher the value of holdup, the higher the heat transfer. 
Typically, one designs for 90 percent of holdup as a maximum 
with the column. 

For steady-state operation of a spray column with inlet and 
outlet temperatures specified the unknowns are the length of 
the column and the holdup, temperature distributions, and 
pressure along the length of the column. 

Numerical Solution 
In carrying out the numerical solutions the governing equa

tions are first converted into a set of algebraic equations using 
an upwind differencing technique. As the finite difference 
equations are strongly coupled and nonlinear they have to be 
solved by an iterative guess and correct technique. The method 
used closely follows that of Spalding and co-workers (Spalding, 
1976, 1980; Kurosaki and Spalding, 1979). An outline of the 
procedure follows. Details of the programming may be found 
in Golafshani's (1984) dissertation. 

1 Determine the boundary conditions at the upper and 
lower limits of the solution domain. Estimate a length 
for the exchanger. 

2 Select appropriate guesses for all dependent variables. 
3 Determine the pressure distribution appropriate to the 

finite difference equation of the mixture momentum 
equation. 

4 Solve the energy equations for the dispersed phase and 
the mixture and update the densities of the fluids. 

5 Using the pressure distribution, solve for the velocity 
of the working fluid droplets. 

6 Check for continuity of the two fluids. Assume any 
error is due to pressure. The net error when the two 
fluid continuity equations are added together is a 
"source term." This term is used to modify the pressure 
so that continuity is assured. 

7 Corrections are made to the velocities and densities 

using the pressure corrections and the two momentum 
equations. 

8 Using the corrected densities and velocities the holdup 
is calculated along the column using the continuity 
equation for the dispersed phase. 

9 A second phase of correction is introduced by using the 
continuous phase continuity equation to find Vc(x). 

10 Steps (3)-(9) are repeated until the continuity errors 
computed at step (6) are sufficiently small. 

The finite difference equations for a given variable, over the 
integration domain, at a given stage of the whole solving pro
cedure are solved using a tridiagonal algorithm. 

Results and Discussion 
In order to evaluate the six methods of predicting the heat 

transfer in a direct-contact preheater discussed in this paper, 
it is necessary to compare the predictions with experimental 
data. The final report on the operation of the 500-kWe facility 
at East Mesa (Olander et al., 1983) provides such information. 

The 500-kWe direct-contact heat exchanger, shown sche
matically in Fig. 1, is a 40-in. (1.02-m) inside diameter spray 
column. The East Mesa brine contains typically less than 2000 
ppm dissolved solids and a small amount of C02 gas. The 
brine was preflashed to drive off most of the C02 prior to 
entering the heat exchanger. The perforated plate distributor 
was designed to deliver the isobutane as 1.6-mm-radius drops. 
Laboratory experiments using pentane indicated that for a 
range of ± 10 percent of design flow rates that this radius was 
obtained for virtually all of the droplets. 

The column was operated as a combined preheater-boiler. 
Inlet and outlet temperatures for the two fluids as well as flow 
rates and pressure were reported. In addition, temperatures 
were recorded using resistance thermometers along the length 
of the column. As the resistance thermometers were relatively 
large, ~ 3.2 mm in diameter, they recorded neither the con
tinuous nor the dispersed phase temperature, but rather some 
sort of time and flow-based average. Thus, the resistance ther
mometer data should lie between the values calculated for the 
continuous and dispersed phases. An adequate heat transfer 
model for the preheater should be able to predict these tem
peratures as well as heights of the preheater. No attempt was 
made to analyze the boiler section. It was assumed to start 
when the dispersed phase reached its saturation temperature 
and continue up the column. Assuming complete evaporation 
of the isobutane and partial evaporation of the brine according 
to equilibrium thermodynamics, the brine temperature at the 
top of the preheater can be calculated. 

Figures 2-4 show data from three different operating con
ditions of the 500-KWe direct-contact heat exchanger assuming 
2.0-mm-radius drops. Figure 2 compares the three possible 
methods described earlier for calculating Uv. Method I utilizes 
equations (5) and (6) with the holdup calculated by 

0.81(m+ l)((l-ct>)Vc-<l>Vd)S + 0.09(m + 2)Vd<l>- Vd=0 (25) 
where m = 1.39 for droplet ReD > 500. Method II utilizes 
equations (5) and (6) with the holdup as calculated from equa
tions (7)-(10). Method III results from the use of equations 
(17) and (18) and is applicable to a perfectly mixed drop. It is 
clear from Fig. 2 that the latter model is unacceptable as it 
overpredicts the heat transfer. This is illustrated by the fact 
that the ebullition temperature is reached far below the length 
required experimentally. Thus, Model III was eliminated from 
further consideration. 

If one looked only at Figs. 2 and 3 he would think that the 
entirely empirical Model I would best describe the heat transfer; 
however, Fig. 4 indicates that Model II best fits the data. The 
primary difference between the operating conditions for Figs. 
2 and 3 as opposed to Fig. 4 is in the flow rate. 

As the heat transfer was clearly not governed by the external 
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Fig. 2 Temperature profile of the brine and the working fluid along the 
length of the column for comparison of models I, II, and III 

Fig. 5 Temperature profile of the brine and the working fluid along the 
length of the column using constant-diameter model; mc = 11.698 kg/ 
s, md = 12.259 kg/s 

Fig. 3 Temperature profile of the brine and the working fluid along the 
length of the column for comparing models I and II; mc = 12.387 kg/s, 
md = 11.109 kg/s 

I 20 

100 

80 

( 
60 

4 0 

20 

— 
-

4 
1 

o / 

1 1 1 

AS 
/ ^ D I S P E R S E D PHASE 

1 1 1 

1 1 1 1 1 

^Z00^ 
^CONTINUOUS PHASE 

m0 . 12.387 kg/sec 

md =11.109 kg/sec 

T 0 , • 121.926 "C 
c ln 

T d | = 36.950 °C -
P,„p '2 .8757 MPo 

DROPLET RADIUS = 1.6 mm 
DROPLET RADIUS "2.0 m m -

O EXPERIMENTAL DATA [ I 9 J 

1 1 1 1 1 

4.0 

HEIGHT ( m l 
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length of the column using constant-diameter model; mc = 12.387 kg/ 
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Fig. 7 Temperature profile of the brine and the working fluid along the 
length of the column using constant-diameter model; mc = 12.02 kg/s, 
md = 11.819 kg/s 

heat transfer coefficient, at least as described by equations (17) 
and (18), a fourth model was introduced. If one postulates 
that the dispersed phase was made up of droplets that had no 
internal circulation, then the heat transfer could be dominated 
by internal conduction. This is Method IV. The heat transfer 
would then be described by a transient conduction model such 
as the one described by equations (19) and (20). Initially such 
a model was developed by assuming the droplets would be of 

constant diameter even though it was known that a consid
erable change in density would be experienced by the isobutane 
for the operating conditions of the 500-kWe direct-contact heat 
exchanger. The reason for this assumption was to cut down 
on the computer time of the solution, since an analytical so
lution was available as indicated by equations (21) and (22). 
Golafshani (1984) analyzed more than nine different experi-
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Fig. 9 Temperature profile of the brine and the working fluid along the 
length of the column using variable radius model; mc = 12.387 kg/s, 
md = 11.109 kg/s 

ments assuming constant drop radii of 1.6 mm and 2.0 mm. 
Figures 5 and 6 illustrate typical results. It is clear that to 
approach duplicating all of the date neither choice of constant 
radius is always acceptable. Figure 7 illustrates a clear example 
where the heat transfer near the bottom of the column was 
well represented by the smaller radius, yet the total preheater 
length and temperature distribution at the top was better rep
resented by the larger radius. Since both the higher temperature 
and lower pressure that occur as the isobutane droplets ap
proach the top might explain this behavior, the fifth model 
tried was the variable property, variable radius conduction 
model, Method V. Figures 8-10 are the same cases as presented 
in Figs. 5-7. It is clear that this latter model accurately predicts 
the preheater length as well as the temperature except for the 
depression of temperature near the 3-m location. This depres
sion appears in all of the East Mesa 500-kWe direct contactor 
data. It could be due to recirculation within the column or 
temperature depression due to the massive central flange lo
cated just above it. In order to ascertain which, it would be 
necessary to carry out two-dimensional multiphase analyses. 

The last model tried was the solution of equation (19) subject 
to the boundary conditions given in equation (24) and ac
counting for drop growth, Method VI. No significant differ
ence was found from that when the boundary conditions given 
in equation (20) were used. This clearly indicates that the in
ternal resistance to heat transfer dominates the results. 

Conclusions 
Previous investigators, including the first author, have at

tempted to argue that the rate of heat transfer from water to 
dispersed organic liquids or vise versa in a spray column was 
governed primarily by flow phenomena. The current study, 
however, clearly indicates that the controlling mechanism for 
small diameter drops is the internal transfer of heat. For drops 
that remain spherical little circulation takes place. Thus, the 
mechanism is probably controlled by conduction. Variable 
properties as a function of temperature and pressure must be 
accounted for in order to predict preheater length accurately 
in isobutane systems. 

Since in large drops internal circulation can take place, it 
may be possible to reduce the preheater length in spray columns 
by going to larger drop sizes than the 1.5-2.0 mm radius cur
rently being used in the design of direct contactors for geo-
thermal or solar applications. Care would have to be taken to 
insure that drop integrity is maintained. Continued studies of 
internal drop heat transfer are warranted. 

Further studies using two-dimensional multiphase modeling 
are recommended so as to investigate the prevalent temperature 
depression in the middle of the East Mesa 500-kWe direct 
contact heat exchanger. Such a model should investigate the 
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Fig. 10 Temperature profile of the brine and the working fluid along 
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role of the mass of the direct contactor and the external en
vironment, as well as potential internal recirculation and drop
let agglomeration and redivision, as possible sources of the 
anomaly. 
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Direct Contact Evaporation 
Between Two Immiscible Liquids 
in a Spray Column 
The present investigation deals with the direct contact evaporation of refrigerant 113 
and n-pentane in a stagnant column of distilled water. The operational parameters 
investigated in the experimental study are the operating column height, the 
temperature difference, the dispersed phase flow rate, and the diameter and number 
of orifices in the distributor. The effects of these parameters on volumetric heat 
transfer coefficient, holdup, and agglomeration are investigated. A modified rela
tion, based on the theoretical analysis of Smith et al. (1982), is also developed for 
predicting the theoretical volumetric heat transfer coefficient. Comparison with 
related works available in the literature shows reasonable agreement. 

Introduction 
Direct contact heat transfer between two immiscible liquids 

has the advantage of eliminating metallic heat transfer sur
faces that are prone to corrosion and fouling. The main 
features of direct contact heat exchangers are: relative 
simplicity of design, fewer scaling problems, higher heat 
transfer rates, and capacity to operate at relatively small 
temperature driving forces. The practical applications are 
found in water desalination, geothermal heat recovery, ocean 
thermal energy conversion, and thermal energy storage 
systems. A critical review of the investigations carried out in 
direct contact heat transfer is given by Sideman (1966). 

Considerable work has been done to study the phenomenon 
of single drop evaporation in a stagnant column of immiscible 
liquid. Only a limited number of experimental and theoretical 
investigations dealing with multiple drops undergoing 
vaporisation in an immiscible liquid are available in the 
literature. Sideman et al. (1965) studied the effect of initial size 
of «-pentane drops evaporating in water in a counterflow 
direct contact heat exchanger. Sideman and Gat (1966) studied 
the performance of a counterflow spray column with a pen-
tane-water system. The effect of the water flow rate was 
found to be relatively small. Heat transfer characteristics of a 
direct contact volume boiler were studied by Blair et al. (1966). 
They used water as the continuous phase and R-113, which is 
denser than water, as the dispersed phase. The volumetric heat 
transfer coefficients obtained in their study were lower than 
those obtained by Sideman and Gat (1966) for water-pentane 
systems. 

Smith et al. (1982) developed an analytical model for the 
evaluation of the volumetric heat transfer coefficient in direct 
contact evaporation between two immiscible liquids in a spray 
column. They also conducted experiments with cyclopentane 
as the dispersed phase and stagnant water as the continuous 
phase. Experiments were carried out using two distributor 
plates. The second distributor, with closer spacing of holes, 
resulted in considerable agglomeration requiring higher col
umn heights for complete evaporation of the dispersed phase 
at a given temperature difference. 

The present investigation is aimed at the study of the effects 
of the various operating parameters on volumetric heat 
transfer coefficient. Two different liquids, refrigerant-113 and 
n-pentane, are used as the dispersed phase to study the effects 
of the physical properties of the dispersed phase on the heat 
transfer process. A modified relation, based on the theoretical 

analysis of Smith et al. (1982), is also developed for predicting 
the volumetric heat transfer coefficient. 

Experimental Apparatus 

The experimental setup is shown schematically in Fig. 1. It 
consists of a test vessel, hot water supply system, dispersed 
phase supply system, and condensation system. The details of 
the test vessel are shown in Fig. 2. It is made of Corning glass 
with an inside diameter of 10.5 cm and a length of 40 cm. 
Perspex end plates with O-ring seals are secured to the glass 
tubing with four threaded steel rods. 

The dispersed phase is injected into the test vessel from a 
brass injection manifold located at the bottom of the vessel. 
The manifold consists of a main and an interchangeable per
forated plate or distributor. The dispersed phase liquid is sup
plied to the injection manifold through a tube penetration in 
the lower perspex plate from a graduated supply tank. The 
supply tank is pressurized using nitrogen or air and the 
pressure is maintained constant using a pressure regulator. 
The dispersed phase flow rate is measured using a rotameter. 
The dispersed phase vapor is collected from the top of the 
vessel and condensed in a water-cooled, tube-in-shell heat ex
changer. The condensate is collected in a storage tank. 

Hot water is supplied to the test vessel by a Haake constant-
temperature circulating bath equipped with a thermostatically 
controlled heater. The distributor disks are 90 mm in diameter 
and 4 mm thick. Four different types of configuration are 
used for the arrangement of orifices in the distributor. The 
number of orifices in the four configurations are 4, 7, 19, and 
36 respectively. In each configuration, four different orifice 
diameters of 0.35, 0.5, 1.0, and 1.5 mm are employed. The ar
rangement of holes in the distributor is shown in Fig. 3. 
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Operation of the Experiment 

The experiment is conducted as follows. Water is heated in 
the constant-temperature bath to the desired temperature. The 
dispersed phase liquid supply tank is pressurized to 0.5 
kgf/cm2-g using a nitrogen cylinder and a pressure regulator. 
The distributor is filled with the dispersed phase liquid using 
the needle valves. Hot water from the constant temperature 
bath is circulated through the test vessel. When the water in 
the test vessel attains a temperature of about 30 K above the 
dispersed phase saturation temperature, the vessel is filled 
with water to the desired level and the circulation is stopped. 
The needle valve is then adjusted to give the required flow rate 
of the dispersed phase liquid through the distribution. The 

- 9 0 • 

• 6 0 -

I • ) 
I b l 

All dimensions in mm 

Id Id) 

Fig. 3 Orifice configurations 

dispersed phase liquid drops evaporate in the stagnant column 
of water and the superheated vapor leaves the test vessel. The 
heat transfer process progressively reduces both the water 
temperature and the dispersed phase vapor temperature. The 
evaporation is allowed to proceed until the dispersed phase 
escapes as a saturated vapor. The water temperature is 
measured at the instant when the dispersed phase vapor 
escapes at its saturation temperature. This gives the 
temperature of the water column required for complete 
evaporation of the dispersed phase. The dispersed phase flow 
rate and the length of the water column are also noted and the 
experimental run is completed. The experiment is repeated by 
varying the following parameters to study their effect on 
temperature difference, holdup, and volumetric heat transfer 
coefficient: 

Nomenclature 

A = 

B 

C = 
C„ = 

dh = 
D0,D = 

ho = 

h„ = 

Ja = 

k = 

surface area of 
evaporating drops, m2 

parameter in equation 
(4) =2hb0T(pdl-Pdv)/ 
u0DoLd{Pdi'Pdv) 
constant in equation (10) 
specific heat of con
tinuous phase liquid, 
J/kg-K 
orifice diameter, m 
initial and instantaneous 
diameters of evaporating 
drop, m 
individual droplet heat 
transfer coefficient, 
W/m2-K 
volumetric heat transfer 
coefficient, W/m3.-K 
Jakob number = 
pCpAT/PdvLd 

thermal conductivity of 
continuous phase liquid, 
W/m-k 

Ld 

ma 

Nu 

Pe 
Pr 

Q 

r 
Re 

s 
u0, u, ur 

U 

= latent heat of evapora
tion of dispersed phase, 
J/kg 

= parameter in equation 
(4) 

1 
= — ( 5 - 3 * ) 

= Nusselt number = 
hb0D/k 

= Peclet number = Re Pr 
= Prandtl number = 

liCp/k 
= mass flow rate of dis

persed phase, kg/s 
= diameter ratio = D/DB 

= Reynolds number = 
puD/fi 

= spacing of orifices, m 
= initial, instantaneous, 

and relative drop 
velocities, m/s 

= overall surface heat 

V 

X 

Z 
a 
y 

AT 

/* 

P 

Pdi 

Pdv 

transfer coefficient, 
W/m2-K 
orifice velocity, m/s 
exponent of Re in equa
tion (5) 
column height, m 
average holdup 
constant in equation (5) 
temperature difference 
between continuous 
phase liquid and satura
tion temperature of 
dispersed phase liquid, K 
viscosity of continuous 
phase liquid, Ns/m2 

density of continuous 
phase liquid, kg/m3 

density of dispersed 
phase liquid, kg/m3 

density of dispersed 
phase vapor, kg/m3 
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Fig. 5 Variation of AT with Z at different s/dh ratios 
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It is observed that there is no significant axial temperature 
gradient along the column. This was also observed by Smith et 
al. (1982) and may be attributed to the presence of turbulence 
during the evaporation process. Hence, a thermocouple 
located at the center of the water column is used to measure 
the water temperature. The thermocouple to measure the 
vapor temperature is located sufficiently above the water sur
face so that the bubbling action at the water surface does not 
affect the temperature measurement. 

The uncertainties in the experimental measurements and the 
transport property values combine to give errors in the 
calculation of volumetric heat transfer coefficient of ± 5 per
cent. The maximum error in the measurements of holdup 
value is about ±4 percent due to the changes in active level. 
The data were collected over a period of 6 months by a single 
individual. The reproducibility of the data was checked and 
found to be better than the uncertainty in the measurements. 

Results and Discussion 

The experimental results of direct contact evaporation of 
R-113 and pentane in a stagnant column of distilled water are 
discussed. 
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Fig. 6 Variation of hv with column height and flow rate 

Figure 4 shows, for an R-113-water system, the effect of 
column height and dispersed phase flow rate on the 
temperature difference, AT, required for complete evapora
tion for various orifice diameters and number of holes. It can 
be observed that as the column height decreases, AT increases. 
For a given column height, the change in dispersed phase flow 
rate is found to have small effect on AT. However, the hole 
diameter and spacing of holes have an effect on AT. Similar 
trends are also observed with a pentane-water system. Figure 
5 illustrates, for an R-113-water system, the effect of column 
height and s/dh ratios on AT at a constant dispersed phase 
flow rate of 0.06 kg/min. AIT increases with a reduction in col
umn height and with a decrease in s/dh ratio. A lower s/dh 
ratio results in increased agglomeration. The closeness of the 
curves for s/dh ratios of 10 and 15 in Fig. 5 indicates the 
presence of agglomeration at small s/dh ratios. The injection 
velocities also have an influence on AT. The velocities cor
responding to the above s/dh ratios are 0.0192 and 0.0432 
m/s, respectively, whereas for the two s/dh ratios of 148 and 
86 the velocities are 1.676 and 0.058 m/s, respectively. 

The performance of direct contact heat exchangers is usual
ly represented by the volumetric heat transfer coefficient. 
Figure 6 shows the variation of volumetric heat transfer coef
ficient with column height and dispersed phase flow rate. The 
results obtained with a distributor having 19 holes 0.5 mm in 
diameter are shown in the figure. The volumetric heat transfer 
coefficient increases with a decrease in column height. A lower 
column height is associated with larger temperature dif
ferences, greater acceleration of the drops, and increased tur
bulence. The increase in turbulence causes better heat transfer 
and higher volumetric heat transfer coefficients. The 
volumetric heat transfer coefficient increases with an increase 
in the flow rate of the dispersed phase. This is in agreement 
with the experimental results of Sideman and Gat (1966), Blair 
et al. (1976), and Smith et al. (1982). The volumetric heat 
transfer coefficients are lower for an R-113-water system than 
for a pentane-water system. The trends are the same for both 
systems. Figure 7 shows the variation of volumetric heat 
transfer coefficient with column height and number of holes 
for 0.5 mm hole diameter and dispersed phase flow rate of 
0.06 kg/min. The volumetric heat transfer coefficient 
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decreases with an increase in column height, but the decrease 
is not considerable beyond a column height of 10 cm. For a 
given flow rate of 0.06 kg/min, the volumetric heat transfer 
coefficient decreases with an increase in the number of holes 
since the velocity of the dispersed fluid decreases. The 
volumetric heat transfer coefficient is lower for an 
R-113-water system than for a pentane-water system. The 
trends are the same for both systems. 

Variation of Holdup. The average holdup is defined as the 
ratio of the volume of the dispersed phase to that of the total 
fluid volume. If Zg is the column height before the injection of 
the dispersed phase and Z is the column height when the 
dispersed phase escapes as a saturated vapor, the average 
holdup is given by 

(1) 

The average holdup is found to depend considerably on the 
dispersed phase flow rate. At a given dispersed phase flow 
rate, the variation of average holdup with column height and 
spacing of the holes is found to be negligible. However, an in
crease in holdup is observed with an increase in the hole 
diameter. It is also found that for the same mass flow rate, the 
pentane-water system gives higher values for the average 
holdup. This may be due to the lower density of /z-pentane 
compared to R-113. Figure 8 shows the variation of average 
holdup on a log-log scale for both systems. As the 
holdup-flow rate relation is observed to follow a power law, a 
multiple linear regression analysis is carried out and the 
following relations for the holdup are obtained for the 
R-113-water and pentane-water systems, respectively: 

(2) I 0 . 8 3 8 . J 0 . 1 8 5 R-113-water: a= l.U5Qomd% 

Pentane-water: a= 1.313Q0-764rfA
0106 (3) 

where Q is the flow rate in kg/min and dh is the hole diameter 
in mm. The correlation coefficient is both cases is about 0.995. 

Comparison of the Experimental Results With the 
Theoretical Model. Smith et al. (1982) have developed an 
analytical model for calculating the volumetric heat transfer 
coefficient in direct contact evaporation in a spray column. 
The theoretical model uses single droplet correlations for the 
Nusselt number and a drift flux model for the fluid dynamics. 
On the basis of their analysis, the following relation for the 
volumetric heat transfer coefficient is obtained for direct con
tact evaporation in a spray column in the presence of 
agglomeration: 

h„ = 
2hh 

D0BZ(\-a) 
•[( 1+6(1-a) 1 -*»vBZ) " - 1 ] (4) 

In the present experimental investigation, agglomeration 
was observed even at the beginning of the evaporation pro
cess. The use of equation (4) requires the value of a, Da> and 
hb0. The experimentally determined value of average holdup is 
taken as a. The initial diameter D0 of the drops formed at the 
orifices was difficult to determine. Sideman et al. (1965) have 
reported that attempts to determine the initial drop diameter 
in their system accurately were unsuccessful due to the 
presence of partially evaporated drops and entrained vapor 
bubbles in the bottom part of the column. Blair et al. (1976) 
and Smith et al. (1982), who have conducted similar ex
periments, also did not attempt to determine the initial drop 
diameters. Because of the uncertainty in the initial drop 
diameters, the theoretical volumetric heat transfer coefficients 
are calculated assuming different initial drop diameters and a 
comparison is made with the experimentally determined 
volumetric heat transfer coefficients. 

Smith et al. (1982) have used the following relation for 
calculating hbo, the single droplet heat transfer coefficient at 
the beginning of evaporation: 

K r (5) 

where y depends on the drop diameter and the value of the ex
ponent x. 

Sideman and Taitel (1964) have obtained the following rela
tion for the instantaneous Nusselt number for single drop 
evaporation in an immiscible liquid: 

Nu = 0.272Pe°-; 
(6) 

The use of this relation for Nu does not give satisfactory 
agreement with the available experimental results under all 
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Table 1 Comparison of experimental and predicted values of hv 

System Flow Holdup, Z, AT, Orifice No. 
and rate, percent cm K diameter of 

authors kg/min mm orifices 

A„,W/m3K 
experimental 

Predicted 

Cyclopentane-
water 

Smith et al. 
(1982) 

0.386 12 10 12-13.5 0.5 19 

0.386 12 15 8-9.5 0.5 19 

5.65 to 
5.0 XlO4 

5.65 to 
4.75 XlO4 

5.1 to 
4.6 XlO4 

5.3 to 
4.66 XlO4 

Table 2 Comparison of experimental values of hv 

Sideman 
and Gat 
(1966) 

Blair 
et al. 
(1976) 

Smith 
et al. 
(1982) 

Present 
work 

Present 
work 

Dispersed 
phase 
Continuous 
phase flow 
rate, kg/min 
Dispersed 
phase flow 
rate, kg/min 

W/m3K 

n-pentane 

1.295 

0.042 

18 XlO4 

R-113 

1.370 

0.101 

12.2 XlO4 

Cyclo-
pentane 

0 

0.257-
0.386 

4.52-
6 XlO4 

R-113 

0 

0.02-
0.10 

0.5-
9 XlO4 

H-pentane 

0 

0.02-
0.08 

2-
22 XlO4 
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Fig. 9 Comparison of theoretical and experimental values of hv 

operating conditions. The available experimental results on 
single drop evaporation indicate the dependence of Nu on 
temperature difference. Sideman and Taitel (1964) have 
calculated, based on their experimental studies, the instan
taneous heat transfer coefficients for three different systems at 
several temperature differences and at various percentages of 
evaporation. A regression analysis of their results was carried 
out and the following correlation was obtained by Battya et al. 
(1984): 

Nu = 0.64Pe0-5Ja-°-3s 
(7) 

Equations (5) and (7) were used in the present analysis to 
calculate hbo. 

Figure 9 shows the experimentally determined volumetric 
heat transfer coefficients along with the theoretical values 
calculated assuming four different initial drop diameters for 
R-113-water systems. Figure 9(a) shows the variation of hv 

with dispersed phase flow rate at a column height of 5 cm for a 
distributor with 19 holes 0.35 in diameter. The theoretical hv 

predicted using equation (5) for hbo is comparatively lower 
than that predicted using equation (7). Both the experimental 
and theoretical results show an increase of volumetric heat 
transfer coefficient with flow rate. It can be observed that in
itial drop diameter increases with increasing dispersed phase 
flow rate and hence with increasing injection velocities. This is 
in agreement with the results of Hayworth and Treybal (1950) 
in their studies on drop formation in immiscible liquids. 
Figure 9(a) indicates a variation of initial drop diameter from 
about 0.8 to 1.3 mm in the flow rate range considered in the 
present investigation for an orifice diameter of 0.35 mm. 
Figure 9(b) shows similar curves at a column height of 5 cm 
and with a distributor containing 7 holes 1.0 mm in diameter. 
The trends of the curves are similar to those in Fig. 9(b) and 
the variation of initial drop diameter is from about 1.2 to 1.9 
mm in this case. 

The initial drop diameters determined in this manner for 
several cases are found to depend mainly on the orifice veloci
ty and orifice diameter. A multiple linear regression analysis 
of these results gives the following relation for the initial drop 
diameter: 

£>o=0.376i;0-35<-72 (8) 

where D0 is the initial drop diameter in cm, v the orifice 
velocity in cm/s, and dh the orifice diameter in cm. The cor
relation coefficient is 0.998. 

A similar analysis for the pentane-water system resulted in 
the following relation with a correlation coefficient of 0.994: 

Dn= 0.307 tA35rf.o-72 (9) 

Equations (8) and (9) indicate that the initial drop diameter 
can be predicted by the following relation in the range of flow 
rates considered in this work: 

D=Cv™sdF2 (10) 

where C is an empirical constant, the value of which depends 
on the physical properties of the system. 
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Using the above relations for D0, a, and hbo, the volumetric 
heat transfer coefficients are predicted corresponding to the 
experimental conditions of Smith et al. (1982) and the com
parison is shown in Table 1. The predicted values are lower 
than the experimental values by about 10 percent. This is 
mainly due to the high injection velocities in their experiments 
and partly to the use of equation (9) for the cyclopen-
tane-water system. 

Table 2 shows a comparison of the present work with 
similar works by other investigators. The volumetric heat 
transfer coefficients in the present work are of the same order 
as those obtained by others. However, the table reveals that 
the countercurrent operation increases the volumetric heat 
transfer coefficient (due to increased turbulence). The present 
work covers much wider ranges of holdup and flow rates com
pared to the work of Smith et al. (1982). 

Conclusions 

Direct contact evaporation of refrigerant-113 and «-pentane 
in a stagnant column of distilled water is experimentally in
vestigated and a modified relation is proposed for the calcula
tion of the theoretical volumetric heat transfer coefficient. 
The following conclusions are reached. 

1 The temperature difference required for the complete 
evaporation of the dispersed phase is found to depend con
siderably on the column height, turbulence, and agglomera
tion. The s/dh ratio is found to influence the degree of ag
glomeration or coalescence. 

2 The average holdup is found to depend mainly on the 
dispersed phase flow rate and the orifice diameter. 

3 The volumetric heat transfer coefficient is seen to increase 
almost linearly with dispersed phase flow rate in the flow rate 
ranges considered in the investigation. The volumetric heat 

transfer coefficient is found to be higher at lower column 
heights. 

4 At high rates of coalescence, the initial drop diameter has 
only a small effect on column performance. 

5 The initial drop diameter is found to depend mainly on 
the orifice velocity, orifice diameter, and the physical proper
ties of the system. 

6 A lighter dispersed phase is found to yield higher 
volumetric heat transfer coefficients. A lighter dispersed phase 
also gives higher holdup ratios for the same mass flow rate. 

7 The method proposed for the prediction of the volumetric 
heat transfer coefficient is fairly successful. 
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Modeling the Thermally Governed 
Transient Flow Surges in 
Multitube Condensing Flow 
Systems With Thermal and Flow 
Distribution Asymmetry 
In a tube-type condenser involving complete condensation, small changes in the inlet 
vapor flow rate momentarily cause very large transient surges in the outlet liquid 
flow rate. An equivalent single-tube model is proposed that predicts these transient 
flow surges for a multitube system. The model, based upon a system mean void frac
tion model developed earlier, includes the effects of thermal and flow distribution 
asymmetry associated with each individual condenser tube in the multitube system. 
Theoretical and experimental verification for a two-tube system is presented. 

Introduction 

This paper is concerned with multiple, in-tube condensing 
flow systems involving complete condensation. The transient 
characteristics and stability of such multitube condensers are 
important in many energy conversion processes including 
reheat, reboiler, and submerged evaporator systems associated 
with nuclear or conventional power plants. Sufficiently large 
excursions, or oscillations, could affect the performance of 
the processes taking place within these devices, cause damage 
to mechanical equipment, and endanger the safety of such 
systems. For example, large flow oscillations in the subcooled 
liquid at the end of the condensation process, including the 
possibilities of flow reversals, are likely to be associated with 
large impulse loads that may cause substantial damage to 
various components involved in the overall system. 

Motivation for the present research was generated in part by 
the successful results of earlier experimental and theoretical 
studies on thermally governed transient flow surges 
(Wedekind and Bhatt, 1977), influence of compressibility on 
transient and frequency response characteristics (Bhatt and 
Wedekind, 1980a), and self-sustained limit-cycle-type flow in
stabilities associated with two-phase condensing flows in a 
single-tube condenser system (Bhatt and Wedekind, 1980b). 
To the best knowledge of the authors, there do not appear to 
be any theoretical models in the literature addressing the tran
sient flow surge characteristics of multitube condensers. 
Therefore, since most practical applications of in-tube con
densation involve multiple-tube geometries, consisting of 
parallel tubes connected to common headers, there was a 
natural motivation to find a means for extending the predic
tive capability of these previously developed single-tube 
models to multitube systems possessing the possibility for 
thermal and flow distribution asymmetry. 

The purpose of this paper is to describe the development 
and capability of such a model. The approach will be first to 
summarize the formulation of the governing equations for a 
two-tube condensing flow system. Then, results will be 
presented for a parametric study on the two-tube system in an 
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effort to gain physical insight into the influence on the tran
sient flow surges of various geometric, thermal, and fluid 
parameters, including the relative flow distribution within the 
two tubes. Utilizing the insight gained from the parametric 
study, an equivalent single-tube model will be proposed and 
verified both theoretically and experimentally for the two-tube 
condenser. Finally, by mathematical induction, the equivalent 
single-tube model is generalized for an n-tube condensing flow 
system, which still includes the effects of flow distribution and 
other relevant geometric, thermal, and fluid parameters 
associated with each individual tube in the multitube system. 

Formulation of Two-Tube Model 
A schematic of a two-tube horizontal condensing flow 

system undergoing complete condensation is depicted in Fig. 
1. The flow distribution, heat flux, and cross-sectional 
geometry for each tube are allowed to be different, thus asym
metric. However, the tubes are of equal length, and the ther
modynamic properties of the two-phase mixture are assumed 
to be the same in each tube, and evaluated at a mean condens
ing pressure. 

Conservation of Mass; Two-Phase and Subcooled Liquid 
Regions. Referring to Fig. 1, the conservation-of-mass prin
ciple when applied to the two-phase region in each of the two 
tubes can be expressed as 

d fu(0 
- ^ - ] z [p-(p-p')ot]Alldz = mul(z, Oz=o-w*i (!) 

=o 
and 

d tn(t) 

dt Jz=o 
[p-(p-p')a]At2dz = m,i2(z, f) z = 0 ' -m ',2 (2) 

where m* represents the mass flow rate crossing the moving 
boundary r)(t), which is the effective point of complete 
condensation. 

Similarly, for the subcooled liquid region, the conservation 
of mass principle yields for each of the two tubes 

mix = mIA(z, f)z=L-pAIA—— (3) 
dt 

and 
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Fig. 1 Schematic of two-tube horizontal condensing flow system 

m*2 = mta(z, t)z=L-pAt2-
dt 

(4) 

Introducing the system mean void fraction a, and assuming it 
to be time invariant (Wedekind et al., 1978), equations (1), (3) 
and (2), (4) can each be combined to eliminate m*j and m*2. 
The result for each of the tubes becomes 

m,,i(z, t)z=L=mtjl(z, 0*=O + G > - P ' ) C M M 

and 

m,,2(z, 0z=L=m,2(z, t)z=0 + (p~p')6i2Alt2 

dndt) 

dt 

dy2(.t) 
dt 

(5) 

(6) 

where the system mean void fraction a for each individual 
tube is defined as 

a awl«..a f e , ) d ! (7) 

Therefore, the outlet liquid flow rate for each tube can be ex
pressed in terms of the inlet vapor flow rate and the motion of 
the effective point of complete condensation rj(t) for each 
respective tube. This motion of the effective point of complete 

condensation can be determined by utilizing the unified system 
mean void fraction model (Wedekind et al. 1984), which has 
previously been developed for transient, two-phase flows, in
volving complete or incomplete vaporization or condensation 
in a single-tube. 

System Mean Void Fraction Model. In its generalized 
form, the motion rj(/) of a representative propagating void a0 

is governed by the following differential equation (Wedekind 
etal.,1984): 

T — — + ,,(?) = T - m,{z, t)z=0 (8) 
dt 

where 
W 

[p-[p-p')(\-x0)] {h'-h)(aa-a)A, 

f«P 
(9) 

The above model represents the conservation of mass and 
energy principles, and incorporates the concept of a time-
invariant system mean void fraction a.1 For the special case of 
complete condensation, the representative propagating void is 
the effective point of complete condensation; thus, a 0 = zero 
and the corresponding representative propagating flow quality 
x0 = zero. Also because condensation is taking place, the heat 
flux/,, is negative. Therefore, for each tube, the differential 
equation governing the motion of the effective point of com-

A detailed discussion of the implications of time invariance of the system 
mean void fraction is given by Wedekind et al. (1978). However, in short, from 
a mathematical perspective, time invariance during a flow transient is 
guaranteed by the existence of a similarity relationship, which from a physical 
perspective requires that a specific redistribution of liquid and vapor within the 
two-phase region take place at a rate faster than that of the particular flow tran
sient under consideration. This implies that, within the two-phase region, the 
transient form of the momentum principle is unnecessary; only the steady-state 
form is required. The validity of this conceptual simplication, for such extreme 
changes as a 25 percent step-change in inlet flow rate, is verified by the predic
tive capability of the model when compared to experimental measurements. 

N o m e n c l a t u r e 

d 

h = 

L = 

A, = total cross-sectional area 
of tube, m2 

inside diameter of tube, m 
spatially averaged heat 
flux, W/m2 

enthalpy of saturated 
liquid, J/kg 
total length of condenser, 
m 

m,(z, t) = local instantaneous total 
mass flow rate of fluid, 
kg/s 

m* = instantaneous total mass 
flow rate of fluid leaving 
two-phase region relative 
to moving effective point 
of complete condensation, 
kg/s 

mui = initial steady-state total 
mass flow rate at system 
inlet, kg/s 

m,ti(t) = total time-dependent mass 
flow rate at system inlet, 
kg/s 

mtj = final steady-state total 
mass flow rate at system 
inlet, kg/s 

m/,o(0 = total time-dependent mass 
flow rate at system outlet, 
kg/s 

P = 

x = 

xn = 

z = 

p = spatial mean system 
pressure, N/m 2 

inside periphery of flow 
channel, m 
flow quality; ratio of 
vapor mass flow rate to 
total mass flow rate 
flow quality at system 
inlet 
flow quality associated 
with representative 
propagating void, a0 

axial position coordinate, 
m 

a(z, t) — local area mean void 
fraction 

a = system mean void frac
tion; see equation (7) 

a0 = value of representative 
propagating void 

/? = thermal asymmetry 
parameter, see equations 
(23) and (24) 

7 = flow distribution asym
metry parameter, see 
equation (17) 

?/ = length of two-phase 
region in condenser tube 
(effective point of com
plete condensation), m 

?7, = initial effective point of 
complete condensation, m 

7j/ = final effective point of 
complete condensation 

p = density of saturated 
liquid, kg/m3 

T = time constant for con
densing flow in an in
dividual tube, s 

Tm = time constant for inlet 
flow rate variation, s 

TS = effective time constant for 
multitube condensing flow 
system, s 

Subscripts and Superscripts 
Primed (') symbols of quantities refer to 
saturated vapor. Numerical subscripts, 
unless otherwise indicated, refer to in
dividual condenser tube number. Sym
bols of quantities generally refer to time-
averaged quantities where the averaging 
time is small enough so as to just 
e l iminate the inherent r a n d o m 
fluctuations. 
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plete condensation becomes a special case of equations (8) and 
(9); thus 

dvM) (h'-h)xn 

<ft / , ^ i 

and 
^2(0 , ,rt (.h'-hpy _ 

where T! and T2 are the system time constants for the respec
tive tubes, expressed as 

n = - 9 ^ <*'-*), r^f^W-H) (12) 
Two-Tube Model. Referring to the inlet and the outlet 

headers depicted in Fig. 1, the total inlet flow rate mtj{t), and 
outlet flowrate ml0(t), can be expressed respectively in terms 
of the sum of the inlet and outlet flow rates for each individual 
tube; thus 

and 

m,,iU) = mlA(.z, t)z=0 + mt:2{z, t)z=0 

ml>0(t) = mtA(z, t)z=L + mlt2(z, t)z=L 

(13) 

(14) 

Substituting equations (10), (11), and (12) into equations (5) 
and (6), and using equations (13) and (14), the total outlet 
liquid flow rate from the two-tube system can be expressed in 
terms of the total inlet flow rate, and the motion of the effec
tive point of complete condensation for each tube; thus 

m,.oW=jl+[(4-)-1]*/]m« (0 

- ^ ^ j/,1/'iii(0+/92/Vh<0j (15) 

where it is assumed that the inlet flow quality for each tube is 
the same; that is 

*/,i=*;,2=*/ (16) 

A flow distribution parameter 7 is introduced and defined 
such that it represents the fraction of total flow entering tube 
#1; therefore 

ml,i(z,t)z=0=ymt,i(t) (17) 

and correspondingly for tube #2 

%(z,')2=o = (i-rK,-C) (18) 
Consider the special case where the time varying total inlet 
flow rate mut{t) is an exponential function of the form 

mi/() = m,,f+ (mlyi - mu f)e-'/Tm (19) 

where mui and muf are the initial and final total inlet flow 
rates, respectively, and rm is the time constant associated with 
the changing inlet flow rate. 

Substituting equation (19) into equations (17) and (18), 
equation (17) into equation (10), and equation (18) into equa
tion (11), the two differential equations governing the tran
sient response of the effective point of complete condensation 
can be solved subject to the following initial conditions: 

(20) 

and 
(h'-h) 

V2(0I=0 = r?2,,-= - — x,(\ - j)mu, (21) 
Jg2^2 

When the solutions to equations (10) and (11) are substituted 
into equation (15), the result, after considerable rearrange
ment, can be expressed as 

m,fi{f)-m, 

{mui-muf) 
- = e 

+ (1 -7 ) -

K-t-H 
•xAe-thm-e-<

/T\ 

KH9-] 
xl[e-"7m-e-"<in) (22) 

where 

The above expression describes the transient flow surge in the 
outlet liquid flowrate for a two-tube condensing flow system. 
The parameters 7 and /3 respectively describe the flow distribu
tion and thermal/geometric asymmetry associated with the 
two tubes. For example, 7 = 0.5 means the flow distribution is 
symmetric. In general, however, 0 < 7 < 1 . Also, (3=1.0 
signifies thermal/geometric symmetry, while in general, /3>0. 
The parameter /? is seen to be a product of the heat flux ratio 
between tube #1 and tube #2, and a geometric ratio between 
the two tubes. However, if the tubes are circular, the 
geometric ratio becomes the diameter ratio of the two tubes, 
d2/d{. Since for most applications the tube diameters would 
be equal, the parameter (3 would become a ratio of heat 
fluxes2; thus 

0 =/,//„ (24) 

Therefore, for the remainder of the paper, 0 will be considered 
to be a measure of thermal asymmetry. 

In this phase of the development of the multitube model, 
the thermal and flow distribution parameters, /3 and 7, are 
considered system parameters in the classical sense. That is, 
they are assumed to be known, independent of each other, and 
thus arbitrarily specified. The purpose for this approach was 
initially to ascertain the primary physical mechanisms for, and 
the magnitude of, the influences of thermal and flow distribu
tion asymmetry. 

It is recognized that, from a physical perspective, the flow 
distribution within each tube will be governed by the momen
tum principle, and thus a function of the various flow 
resistances in the multitube system. This includes the flow 
resistances in the two-phase regions, which in turn can be ef
fected by heat flux. Thus, the flow distribution parameter may 
even be coupled to the thermal distribution parameter, albeit 
weakly. Obviously then, the present scope of the model re
quires an independent determination of the thermal and flow 
distribution parameters, a limitation that can be addressed in 
future work. 

Parametric Study of Two-Tube Model. The purpose of 
this section is to investigate the influence that flow distribution 

Theoretically, the model allows for the cross-sectional geometry of each tube 
to be different. Practically however, it would be rare to encounter different 
cross-sectional geometries in the same condenser system, although for the pur
poses of enhancing uniformity of flow distribution, some variation in tube 
cross-sectional areas or tube diameters might be encountered. 
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Fig. 2 Response of outlet liquid flow rate after an increase in inlet 
vapor flow rate; influence of thermal and flow distribution asymmetry for 
two-tube model 

and thermal asymmetry have on the transient flow surges. 
This will be done by means of a parametric study involving the 
flow distribution and thermal parameters 7 and /?, 
respectively. 

The response of the outlet liquid flow rate to an exponential 
increase in inlet vapor flow rate is depicted in Fig. 2 for 
various combinations of 7 and /3 over a range of values most 
likely to be encountered. The time constant for the increase in 
inlet vapor flow rate T„,, and the time constant3 r, for tube #1 
were held constant for all of the plots with T „ = 0 . 3 S and 
T!=0.6S. 

The symmetric case is when /3 = 1.0 and 7 = 0.5. Therefore, 
it is clear from the figure that asymmetry can be very influen
tial on the relative amplitude of the flow surge. For example, 
the peak of the flow surge is approximately 25 percent higher 
than that of the symmetric case when /3 = 2.0 and 7 = 0.25, 
which would correspond to tube #2 having half the heat flux 
of tube #1, and 75 percent of the total flow rate. Also the peak 
of the flow surge is approximately 25 percent lower than that 
of the symmetric case when /3 = 0.5 and 7 = 0.25, which cor
responds to tube #2 having twice the heat flux of tube #1, and 
75 percent of the total flow rate. It is also noteworthy that for 
thermal symmetry, /3= 1, asymmetry in flow distribution has 
no relative influence on the peak amplitude of the flow surges. 

A parametric study of the time constant rm for the inlet 
vapor flow rate indicates that as rm gets smaller, the relative 
spread between peak amplitudes for the two asymmetric 
parameters, 7 and /?, decreases; where in the limit as rm—0 (a 
step change), the spread goes to zero with the peak being a 
simple function of the liquid-to-vapor density ratio, 
IG>/P')-1]. 

Equivalent Single-Tube Model 

As a result of the insight obtained from the foregoing 
parametric study, a method is proposed for approximating the 
transient behavior of a multitube condensing flow system in 
terms of an equivalent single-tube model (ESTM), which in
cludes the effects of flow distribution and other relevant ther
mal and geometric parameters associated with each individual 
tube in the multitube system. The approach will be first to 
establish the viability of an equivalent single-tube model for 
the two-tube model developed earlier in the paper, and then to 
generalize to an «-tube system. 

Proposed Single-Tube Model for a Two-Tube 
System. Conceptually, the approach is quite simple. An 

If the tube geometry, inlet quality, and condensing pressure do not change, 
then for a constant heat flux, the time constant T1 for tube #1 will remain 
constant. 

1) 1 2 3 4 
Time, t ; s 

Fig. 3 Response of outlet liquid flow rate after an increase in inlet 
vapor flow rate; comparison of two-tube model with Equivalent Single-
Tube Model (ESTM) 

equivalent single-system time constant rSi2 for a two-tube 
system is defined as a weighted function of the time constants 
of each of the two individual tubes, where the weighting fac
tors are the flow distribution parameters associated with each 
tube; thus 

^,2 = 7^1+(1-7)7-2 (25) 

Therefore, the transient characteristics of a two-tube condens
ing flow system will be approximated by those of a single-tube 
system whose time constant is so defined. The thermally 
governed transient flow surges for a two-tube condenser 
system, as expressed by equation (22), will be approximated by 
the following Equivalent Single-Tube Model (ESTM): 

—=e s,rm 
{mti-mtJ) 

+ x,{e~'/rm~e-'As} (26) 

where equation (25) is used to determine the system time con
stant Ts. 

Theoretical Verification of Proposed Single-Tube 
Model. The validity of the equivalent single-tube model is 
established by comparing its predictive capability with that of 
the two-tube model as demonstrated in Fig. 3. As indicated, 
the ESTM converges identically with the two-tube model when 
0 = 1.0 and 7 = 0.5, which corresponds to a system with com
plete thermal and flow distribution symmetry. Also, as is 
demonstrated, the ESTM agrees very closely with the two-tube 
model for considerable thermal and flow distribution asym
metry. Experimental verification will be presented in a later 
section. 

Generalization to an N-Tube Condensing Flow 
System. The generalization of the equivalent single-tube 
model (ESTM) from two-tubes to «-tubes can be developed by 
mathematical induction. The validity of the equivalent single-
tube model to predict accurately the transient flow surges for a 
two-tube system was established in the previous section. 
Therefore, the approach will be first to extend the model to 
handle a three-tube system. 

Consider a three-tube condensing flow system with in
dividual tube time constant, TU T2, and r3, and with flow 
distribution parameters, 7,, y2, and 73, such that the inlet 
flow rate into each individual tube can be expressed in terms 
of the total inlet flow rate mui {t) as follows: 

™U(Z,0*=O = 7I>H,,;(0 (27) 
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where 

m,y2(z,t)z=0=y3mu(,t) 

7i + 7 2 + 7 3 = 1 

(28) 

(29) 

(30) 

The equivalent single-tube model for the first two tubes would 
have a system time constant TS2, as expressed by equation 
(25); thus 

Ts,2=yT\ + ( 1 - 7 ) ^ 2 (31) 

Now, considering only the first two tubes, the total inlet flow 
rate is (Y; + 72)fW/,,(0- Therefore, the distribution factor y for 
the first tube would be 

7iW,,,(0 7 i (32) 
(7i+72)Wr,;(0 (7 i+7 2 ) 

Similarly, for the second tube 

( l - 7 ) = "7—7—T 
(7 i+72> 

Therefore, the equivalent single-tube time constant for the 
first two tubes TJ>2 can be obtained by substituting equations 
(32) and (33) into equation (31); thus 

(33) 

7 i 
Ts,2 - -,—;—r ' 1 

(71+72) 
T , + -

72 
: T 2 (34) 

(7i+7a) 
Now we repeat the process by treating the first two tubes as an 
equivalent single-tube, and combining it with tube #3 in a 
similar manner. The total inlet flowrate is mui(t), and the 
distribution factor 7 for the equivalent single-tube would be 

( 7 1 + 7 2 ) ^ ( 0 
= (71+72) (35) 

Similarly, for the third tube 

( 1 - 7 ) = 73 (36) 

Therefore, the equivalent single-tube time constant for the 
three tubes, TS 3 , can be obtained by substituting equations 
(34), (35), and (36) into the equivalent of equation (31); thus 

^,3 = 7 ^ , 2 + (1 -7)7-3 =7 iT i +72^2 +73^3 (37) 

This readily suggests a recurrence relationship for any number 
of additional tubes. Therefore, the equivalent single-tube time 
constant for an n-tube condensing flow system can be ex
pressed by 

TS,n = Js,n -\Ts,n-l+ynTn=Ll ?/?"/ (38) 

which turns out to be simply a weighted average of the time 
constants for each of the individual tubes. The weighting fac
tors are the corresponding flow distribution parameters. 

Therefore, the thermally governed transient flow surges for 
an n-tube condensing flow system can be predicted by the 
equivalent single-tube model, as expressed by equation (26); 
where equation (38) is used to determine the multitube con
densing flow system time constant TS. 

Experimental Measurements: Two-Tube System 

The experimental apparatus used in this research was 
similar to that described by Wedekind and Bhatt (1977), but 
modified to include two parallel, horizontal-tube condensers 
approximately 5 m long. The condenser test sections were cop
per, and of a concentric-tube configuration. Condensation of 
the flowing Refrigerant-12 took place inside an 8.0-mm inner 
tube, while cold water was circulated in the annulus of the two 
concentric tubes. 

Flow distribution in each tube was measured with a turbine 

flowmeter, and was varied by slightly varying the flow 
resistance (ball-valve) between the inlet header and each tube. 
Variation in heat flux in each tube was controlled by control
ling the combination of temperature and flow rate of cooling 
water circulating in the annulus of the concentric-tube con
denser. Also, it was found that the actual measured transient 
inlet vapor flow rate could be approximated quite accurately 
as a simple exponential function of time of the same form as 
equation (19). 

The thermal and flow distributions were established during 
an initial steady-state condition. The inlet flow transient was 
initiated by a control valve upstream of the header, and ther
mal and flow distribution parameters appeared to remain the 
same during the transient and on into the final steady-state 
configuration. Conceptually, the same experimental pro
cedure could be used for a three-tube system. 

Comparison of Theoretical Predictions With Ex
perimental Measurements 

The theoretical predictions of the transient flow surges in 
the outlet liquid flow rate for a two-tube condensing flow 
system are compared with experimental data for three dif
ferent situations: complete thermal and flow distribution sym
metry, thermal asymmetry, and flow distribution asymmetry. 
The theoretical predictions are those of the Equivalent Single-
Tube Model (ESTM). 

A comparison of the theoretical flow surge prediction with 
experimental measurements is shown in Fig. 4 for a two-tube 
condenser having complete thermal and flow distribution sym
metry, that is, 7 = 1.0, |8 = 0.5, respectively. The surge in the 
outlet liquid flow rate takes place in response to an increase in 
inlet vapor flow rate. A similar comparison is depicted in Fig. 
5 but with thermal asymmetry and flow distribution sym
metry; /3 = 0.72, 7 = 0.5, respectively. Similarly, Fig. 6 shows a 
comparison for thermal symmetry and flow distribution asym
metry; 0=1.0 , 7 = 0.38, respectively. 

The degree of agreement between the experimental data and 
the theoretical predictions of the Equivalent Single-Tube 
Model (ESTM) is very encouraging, especially when con
sideration is given to the complexity of the physical 
mechanisms involved, and the simplicity of the theoretical 
model, complete with its ability to predict the influence of 
thermal and flow distribution asymmetry. 

It is interesting to note that in every case, the theoretical 
model predicted a peak in the flow-rate surge that was slightly 
greater than what was measured experimentally. Previous ex-

Two-Tube 
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Fig. 4 Response of outlet liquid flow rate after an increase in inlet 
vapor flow rate for a two-tube condenser; thermal and flow distribution 
symmetry 
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Fig. 5 Response of outlet liquid flow rate after an increase in inlet 
vapor flow rate for a two-tube condenser; thermal asymmetry and flow 
distribution symmetry 

perimental uncertainty analyses on the transient flow 
measurements (Wedekind and Bhatt, 1977) indicate that the 
difference between theoretical and measured flow rates was 
not due to measurement errors. Therefore, it seems quite 
possible that an explanation for the surge attenuation in the 
experimental data was the existence of compressibility effects, 
effects not included in the present model. This would be con
sistent with previous observations (Bhatt and Wedekind, 
1980a) for a single-tube condenser, and suggests that the in
fluence of compressibility for multitube condensers should be 
the subject of future research. A further confirmation of this 
is that the magnitude of the parameters causing compressibili
ty effects was highest for the data in Fig. 6, where the attenua
tion was greatest. 

It is also significant to note that the experimental outlet 
flow-rate data depicted in Figs. 4 and 5 possess a tendency 
toward larger than normal oscillations, especially immediately 
following the flow surges. This was characteristic of a self-
sustained oscillatory flow instability (Bhatt and Wedekind, 
1980b) investigated earlier for a single-tube condenser. A cur
sory evaluation of the stability criteria developed in the above-
referenced work suggests that the conditions present in the ex
perimental data of Figs. 4 and 5 are nearer to the instability 
boundary than the conditions present in the experimental data 
of Fig. 6. This is confirmed by the obvious absence of larger 
flow oscillations in the latter data. Such evidence suggests a 
strong possibility of being able to develop further the 
equivalent single-tube model to the point where it will not only 
predict the flow instability, but the corresponding stability 
boundary for a multitube condensing flow system as well. This 
also will be the subject of future research. 

Summary and Conclusions 

An equivalent single-tube model has been proposed for 
predicting the thermally governed transient flow surges in 
multi-tube condensing flow systems undergoing complete con
densation, and consisting of parallel tubes connected to com
mon headers. The proposed multitube model, based upon a 
system mean void fraction model developed earlier, has the 
capability of predicting the influence of thermal and flow 
distribution asymmetry. 

The multi-tube model was analytically verified by com
parison with a two-tube model, and then extended to «-tubes 
by mathematical induction. The predictive capability of the 

Fig. 6 Response of outlet liquid flow rate after an increase in inlet 
vapor flow rate for a two-tube condenser; thermal symmetry and flow 
distribution asymmetry 

model was also verified by comparison with experimental 
measurements for a two-tube configuration, with and without 
thermal and flow distribution asymmetry. Good agreement 
was found to exist, especially when consideration is given to 
the complexity of the physical mechanisms involved, and the 
relative simplicity of the model. 

Although the results presented in this paper involved only 
thermal and flow distribution asymmetries, the model will 
readily handle asymmetries in tube geometries as well. The 
practical implications of the proposed model are exciting. For 
example, preliminary experimental observations indicate the 
potential for extending other previous work associated with 
single-tube condensing flow systems, such as the effects of 
compressibility, and the characteristics of the limit-cycle type 
of flow instability, to multitube condensing flow systems. Fur
ther research, including experimental verification of these 
various multitube implications, needs to be carried out. 
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Forced Convection Condensation 
on a Horizontal T u b e -
Experiments With Vertical 
Downflow of Steam 
The paper reports an experimental investigation into the condensation of steam 
flowing vertically downward over a single horizontal tube. A limited number of 
experiments with steam-nitrogen mixtures are also reported. For the case of "pure" 
steam, data have been obtained at near atmospheric pressure for vapor approach 
velocities in the range 5 to 81 m/s and with superheats in the range 2 to 40 K. The 
results are compared with theory and earlier experimental data for steam and other 
fluids. The vapor-side heat transfer coefficients were found to increase with velocity. 
For vapor velocities in excess of 30 m/s, the rate of increase of the vapor-side 
coefficient was greater than predicted by laminar condensate flow theory. This 
behavior has also been observed by earlier workers for refrigerant-113 and ethylene 
glycol and may indicate onset of turbulence in the condensate film. Superheat had 
insignificant effect on the heat transfer coefficient for the condensate film. The 
results for steam-nitrogen mixtures were generally in good agreement with existing 
equations for the "gas-layer" resistance. 

Introduction 
In recent years considerable effort has been devoted to pre

diction of the shell-side performance of horizontal-tube con
densers. The physical processes involved during condensation 
within a tube bundle are complex and as yet not well under
stood. Nonuniformity of both the vapor and condensate flows, 
inundation, and the possibility of condensate films being lam
inar on some tubes and turbulent on others, together with 
condensate-vapor interactions and the motion and accumu
lation of noncondensing gas, are the main problems still to be 
resolved. 

Good progress has been made for the more tractable case 
of the single horizontal tube but even here, and when non-
condensing gas effects are negligible, significant uncertainties 
remain; experimental data are widely scattered especially for 
the case of steam. The present single-tube investigation was 
undertaken to shed more light on the problem and to serve as 
a basis for comparison with data from proposed tube-bundle 
studies. 

For an isothermal condensing surface and vertical vapor 
downflow over a single tube, the theoretical approach of Shek-
riladze and Gomelauri (1966), which used the asymptotic (in
finite condensation rate) expression for the shear stress at the 
condensate surface, has been confirmed by Fujii et al. (1972) 
and the asymptotic shear stress approximation shown to hold 
for condensation rates typical of those found in practice. These 
approaches, which do not consider vapor boundary layer sep
aration, are discussed in more detail by Lee and Rose (1982). 
For the case considered by Shekriladze and Gomelauri, it has 
been shown by Rose (1984) that the Nusselt number is rep
resented to within 0.4 percent, for all values of the "two-
phase" Reynolds number Re and the parameterF(= nLhfgdg/ 
ul,kLAT), by 

NuRe-1 / 2 = 
0.9 + 0.728 F1'1 

(1 + 3.44 F1'2 + F)1 (1) 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, Houston, Texas, July 24-27, 1988. Manuscript received 
by the Heat Transfer Division November 5, 1987. Keywords: Condensation, 
Multiphase Flows. 

The validity of the assumption of uniform wall temperature 
has been questioned by Fujii et al. (1979) who gave a solution 
based on the alternative assumption of uniform heat flux. The 
validity of this approach was in turn questioned by Lee and 
Rose (1982). A "conjugate" (i.e., vapor-to-coolant) analysis 
has been given by Fujii and Honda (1984). A uniform coolant 
inside heat transfer coefficient was used when solving numer
ically for the temperature distribution in the condensate and 
tube wall. 

Comparisons between experiment and theory are, however, 
as yet inconclusive. 

Apparatus 
The major components of the apparatus are shown in Fig. 

1. Steam was supplied from the boiler house at an absolute 
pressure of approximately 8 bar and a temperature of about 
175°C. After passing through the separator, where any liquid 
was removed, the steam flow was metered using an orifice 
plate. To cover the higher and lower flow-rate ranges, two 
orifice plates (of diameter 30 mm and 53.34 mm) were used. 
Steady conditions were maintained by pneumatically actuated 
flow and pressure controllers, which were set to automatic 
mode at the desired conditions. 

Downstream of the controllers, a nitrogen supply line per
mitted the addition of nitrogen, if and when required, into the 
steam. The superheated steam (or steam-nitrogen mixture) 
then passed into the desuperheater where fine jets of demin-
eralized water were sprayed into it. The amount of water 
sprayed was accurately controlled by the steam temperature 
(downstream of the desuperheater) controller and continuously 
monitored on a flow meter. 

The steam (or steam-nitrogen mixture) was then passed via 
flow straighteners into the rectangular cross-sectional (180 mm 
x 80 mm) test section, where the internally cooled copper test 
condenser tube (exposed length = 141.5 mm, o.d. = 14 mm, 
i.d. = 9.88 mm) was located. The tube was well insulated from 
the walls of the test section by ptfe bushes. Its wall temperature 
was obtained as the arithmetic mean of the temperatures in
dicated by six thermocouples embedded in the tube wall and 
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Fig. 1 Schematic diagram of the apparatus 

evenly spaced around the circumference (see Fig. 2) with the 
junctions located midway along the length of the tube. 

Downstream of the test section, any condensate present in 
the steam was removed by a second separator, and then passed 
through two coolers and a flow meter prior to discharging into 
a drain. The vapor (or vapor-gas mixture) was finally led to 
the "dump" condenser operating at atmospheric pressure and 
having an independent cooling system. A "vent" condenser 
could also be operated at high steam flow rates for additional 
condensing duty. The condensate was collected in a tank (fitted 
with a glass level-indicating tube) before being returned to the 
boiler house via a condensate manifold. Checks on the steam 
flow rate obtained from orifice plate calculations were made 
by condensate collection measurements. The two results were 
usually found to agree to within 5 percent and always to within 
7 percent. 

Demineralized water was used as coolant for the test con
denser tube. The heat flux was obtained from the cooling water 
flow rate and the temperature rise. Measurements of the cool

ant inlet and exit temperatures were made after mixing sections. 
The coolant temperature rise was also obtained from a single-
junction differential thermocouple. For the vast majority of 
runs the two methods agreed to within 0.1 K with a maximum 
discrepancy of 0.15 K. An additional check on the heat flux 
calculated from coolant measurements could be carried out by 
measuring the condensation rate on the tube by means of the 
collecting tray situated directly beneath it. Such checks were 
carried out only at the lowest vapor velocities since at high 
vapor velocities condensate was swept away by the steam and 
the amount collected was not a reliable measure of the amount 
condensed. Agreement was found to be better than 6 percent. 

The test-section vapor pressure was measured using an ab
solute pressure gage, measuring to 0.5 mm Hg. 

Procedure 
Following startup, the pressure control valve was fully 

opened. The balancing valve (see Fig. 1) was adjusted so that 

N o m e n c l a t u r e 

a 
d 
D 
F 

g 
G 

hf, = 

k, = 

M„ 

M„ = 

n 
Nu 
Poo 

constant, see equation (2) 
tube outside diameter 
diffusion coefficient 
dimensionless parameter = 
gdnLhfg/(kLulAT) 
gravitational acceleration 
dimensionless parameter = 
kLA T/ixLhfg(pLtiL/pvixv)

U2 

specific enthalpy of evapo
ration 
thermal conductivity of 
condensate 
molar mass of noncon-
densing gas, nitrogen 
molar mass of vapor, 
steam 
vapor mass flux at the va
por-condensate interface, 
condensation mass flux 
constant, see equation (2) 
Nusselt number = ad/kL 

vapor or vapor-gas mix
ture pressure at bulk 

Psat (7/) = saturation pressure at the 
vapor-condensate interface 
temperature 7} 

q = heat flux 
r = molar mass ratio = Mv/Mg 

rtc = thermocouple location ra
dius 
Reynolds number for va
por-gas mixture = u„pd/fi 
two-phase Reynolds num
ber = umpLd/ixL 

Schmidt number = \i/pD 
coolant mean temperature 
vapor or vapor-gas mix
ture temperature at bulk 
temperature at the vapor-
condensate interface 

Tsal(P„) = saturation temperature at 
the bulk pressure Pm 

wall outside surface tem
perature at angle <f> 
free-stream velocity 
free-stream mass fraction 
of noncondensing gas 

W, 

Re 

Re 

Sc 

T„ 

T, = 

l W0 

«oo 

AT = 

AT, = 

A * = 

M L = 
/*» = 
P = 

PL = 
Pv = 

4> = 

mass fraction of noncon
densing gas at the vapor-
condensate interface 
heat transfer coefficient for 
the condensate film = 
q/AT 
coolant heat transfer coef
ficient 
average temperature differ
ence across the condensate 
film 
temperature difference 
across the condensate film 
at angle </> 
viscosity of vapor-gas mix
ture 
viscosity of condensate 
viscosity of vapor 
density of vapor-gas mix
ture 
density of condensate 
density of vapor 
angle from forward stagna
tion point on tube 
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Fig. 2 Location of thermocouples in condenser tube 
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Fig. 3 Heat transfer coefficient against mean temperature drop across 
the condensate film; effect of steam superheat at two different steam 
velocities 

condensate only was allowed to drain from the separator. The 
degree of superheat, the steam, nitrogen, and coolant flow 
rates were then set to the desired values. When steady con
ditions were established, pressures and flow rates were recorded 
and all thermocouple readings logged (with a resolution of 1 
IxV) using a microcomputer-controlled data logging system. 

For a fixed degree of superheat and given steam and nitrogen 
flow rates, measurements were taken for three different cooling 
water flow rates. The whole procedure was then repeated for 
a range of steam and nitrogen flow rates and superheats. 

It was generally found that the time required for equilibrium 
conditions to be established when changing the cooling water 
flow rate was only 2-3 min. Between 1 and 2 h had to be 
allowed when either the steam (or steam-nitrogen mixture) 
flow rate or superheat was adjusted to a new value. 

Results and Discussion 

Pure Steam. Figure 3 shows the dependence of the heat 
transfer coefficient for the condensate film, a, on_the mean 
temperature drop across the condensate film, AT, for two 
steam velocities and three vapor superheats. As anticipated, 
vapor superheat has negligible effect on the data. 

Fig. 4 Heat flux and heat transfer coefficient against mean temperature 
drop across the condensate film; effect of steam velocity (the numbers 
denote vapor velocity (m/s)) 

Figures 4(a) and 4(b) show the dependence of heat flux q 
and heat transfer coefficient a on the mean temperature drop 
for the whole range of vapor velocities used at one vapor 
superheat. The data are seen to be remarkably smooth and the 
interdependence of the different parameters clearly estab
lished. The heat transfer coefficient is markedly dependent on 
the vapor velocity. Moreover, the curvature of the q-AT lines 
in Fig. 4(a) is opposite to that for natural convection conden
sation (Nusselt). Alternatively, except at the lowest vapor ve
locity, the heat transfer coefficient increases with increasing 
temperature difference. 

The fact that a increases with AT at the higher vapor ve
locities could be associated with suppression of vapor boundary 
layer separation with increasing "suction" and/or effects of 
turbulence in the condensate film (note that the shear stress 
at the condensate surface increases with increasing conden
sation rate, i.e., with increasing AT). 

The lines drawn through the points in Figs. 4(a) and 4(b) 
are from "least-squares" fits of the data by equations of the 
form 

q = a AT" (2) 

The values of n varied from around unity at the lower vapor 
velocities up to around 1.5 at the highest vapor velocity. These 
may be compared with the laminar condensate flow models 
of Nusselt (gravity-controlled flow) where n = 0.75 and 
Shekriladze and Gomelauri (1966) (vapor-shear controlled) 
where n = 1. 

In Fig. 5, the present results are compared with the earlier 
high-velocity, atmospheric-pressure steam data of Mandel-
zweig (1960). The scatter of these data was such that no de
pendence of a on AT was discernable. The points representing 
the present results are mean values of a at the relevant vapor 
velocity with bars to indicate the highest and lowest values. It 
is evident that the two investigations are in broad general 
agreement. 

The present data indicate that at lower velocities « varies 
approximately as W&12 and at high velocities as w&78. These 
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Fig. 5 Dependence of heat transfer coefficient on steam velocity; com
parison of present results with the atmospheric-pressure steam data of 
Mandelzweig (1960) 
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Fig. 6 Comparison of present results with other data for steam 

may be compared with the correlation of Fujii et al. (1979, 
1980) for low-pressure steam where an index of 0.1 was re
ported. At high velocities, theory (Shekriladze and Gomelauri, 
1966) would indicate a limiting value for the index of u„, in 
equation (2) of 0.5. The value of 0.78 found in the present 
results might suggest the presence of turbulence in the con
densate film. 

Figure 6 compares the present and earlier data for steam on 
a dimensionless basis. It is seen that, at moderate-to-low ve
locity (higher values of F), all data (Fujii et al., 1979; 
Mandelzweig, 1960; Nobbs, 1975; Nobbs and Mayhew, 1976; 
Lee, 1982) are in fair agreement with each other and with the 
laminar condensate flow theoretical result of Shekriladze and 
Gomelauri (1966). Of the three sets of data with high vapor 
velocity (values of F below 0.01) that of Nicol and Wallace 
(1974, 1976) and Wallace (1975) is significantly lower than the 
present results and those of Mandelzweig (1960). At the higher 
velocities the present values of NuRe~1/2 dip significantly be
low the Shekriladze and Gomelauri (1966) theoretical line be
fore rising again at the highest vapor velocity (lowest value of 
F). The minimum value of NuRe~1/2 occurs at a value of F 
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F 

Fig. 7 Comparison of present results with data for other fluids 

Fig. 8 Comparison of present results with theory 

of about 0.014. The scatter of the data of Mandelzweig is such 
that a minimum value of NuRe~1/2 cannot be discerned. In 
the case of Fujii et al. (1979), Mandelzweig (1960), Nobbs 
(1975), Nobbs and Mayhew (1976), and Lee (1982), the max
imum vapor velocities are lower than those at which, on the 
basis of the present results, a minimum would be found. 

In Fig. 7, the present data are compared with earlier meas
urements for other fluids. It may be seen that minimum values 
of NuRe~ yl have also been found for fluids other than steam. 
The data for refrigerant-113 (Lee, 1982; Honda et al., 1982; 
Lee et al., 1983; Rahbar and Rose, 1984) show minima (at 
values of F dependent on tube diameter) at values of F between 
0.8 and 10 (relatively low velocities), while the data for ethylene 
glycol (Memory and Rose, 1986) show evidence of a shallow 
minimum in the neighborhood of F = 0.06. It has been sug
gested (Lee et al., 1983) that the upturn in NuRe~1/2 at high 
vapor velocity (low values of F), indicating that a increases at 
a rate faster than uU2, might be due to onset of turbulence in 
the condensate film. 

In Fig. 8 the present data are compared with the "conjugate" 
analysis of Honda and Fujii (1984). This treats the condensate 
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Fig. 9 Tube-wall temperature profiles: Honda and Fujii (1984), 
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Fig. 10 Comparison of present steam-nitrogen results with the equa
tion of Rose (1980) and the "stagnant-film" equation 

film in much the same way as in the Shekriladze approach, 
except that the tube surface temperature is not assumed uni
form. Numerical solutions are obtained with coolant- and va
por-side conditions as inputs, using a uniform coolant-side 
heat transfer coefficient and solving for the temperature dis
tribution in the tube wall. Two kinds of distributions of vapor 
velocity around the tube at the "edge" of the vapor boundary 
layer are considered: (a) corresponding to potential flow— 
which leads to the highest velocities and hence to the highest 
values of shear stress at the condensate surface—and (b) cor
responding to the pressure distribution measured by Roshko 
(1954), which, among the cases examined by Honda and Fujii 
(1984), gives the lowest velocities. The lines shown in Fig. 8 
correspond to the present experimental conditions. It is seen 
that, except at the highest vapor velocities (lowest values of 
F), the results generally fall between the two theoretical lines. 
Comparisons of calculated and observed wall temperature dis
tributions are given in Fig. 9 for low and high vapor velocities. 
It is seen that agreement with Honda and Fujii (1984) is good 
at low vapor velocity while at high vapor velocities the wall 
temperature is more uniform than predicted. The behavior of 
the data in relation to the theoretical calculations, in both Figs. 

8 and 9, is consistent with the suggestion that the condensate 
film may be partially turbulent at the high vapor velocities. 

Steam-Nitrogen Mixtures. The steam-nitrogen results are 
presented on a dimensionless basis in Fig. 10, where they are 
compared with theory (Rose, 1980; Colburn and Hougen, 
1934). The nitrogen concentration at the interface H7,- is ob
tained from the equilibrium condition 

W, = 
Pa> "sat \'l) 

(3) 
Pa - (l-r)Psal{T,) 

and Tj is obtained from the observed heat flux and measured 
tube wall temperature using the equation for the condensate 
film 

(4) NuRe~1/2 = 1.11 F 0 1 9 for i 7 > 0.03 

or 
NuRe~1/2 = 0.568 for 0.01 < F < 0.03 (5) 

Equations (4) and (5) represent the pure steam results dis
cussed above to within ± 14 percent. As indicated by Lee and 
Rose (1983), the results of the "stagnant-film"model (Colburn 
and Hougen, 1934), and the theory of Rose (1980) may be 
expressed by 

^4 = 0.57 Re"2 f(l + rWm - W„) 
pD I 

x Sc1/3 In 

and 

myd 

pD 
= 0.5 Re1/2 

Wa (\+rW,-W& 

1 + 2.28Sc1/3 

Wm 
- 1 

(6) 

(7) 

respectively. It may be seen that quite good agreement between 
the present results and the equation of Rose (1980) is obtained 
while the "stagnant-film" model (two lines corresponding to 
the two extreme values of W„ in present experiments) gives 
somewhat more conservative predictions. 

Conclusions 
Experimental data for condensation of steam and steam-

nitrogen mixtures at near atmospheric pressure on a single 
horizontal tube under conditions of high vapor shear have 
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been presented. Comparisons with theory and other experi
mental results lead to the following conclusions: 

(0 steam superheats of up to 40 K have negligible effect on 
the heat transfer coefficient for the condensate film; 

O'O laminar condensate flow theories (Shekriladze and 
Gomelauri, 1966; Fujii et al., 1972) are accurate only at low 
vapor velocities (values of F greater than about 1); 

(Hi) Honda and Fujii's (1984) "conjugate" heat transfer 
analysis predicts the present results to within ± 1 8 percent 
down to a value of F of around 0.014; 

(/y) for values of Fbelow 0.014, the steam-side heat transfer 
coefficient increases at a rate faster than the square root of 
the vapor velocity (as indicated by laminar theory), possibly 
due to the onset of turbulence in the condensate film; 

(v) the "gas-phase" resistance during condensation from a 
steam-nitrogen mixture is satisfactorily described by the equa
tion of Rose (1980) and the "stagnant-film" model (Colburn 
and Hougen, 1934), the latter being somewhat conservative. 
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The Measurement of Surface Heat 
Flux Using the Peltier Effect 
Calorimetric methods for measuring surface heat flux use Joulean heating to keep 
the surface isothermal. This limits them to measuring the heat flux of surfaces that 
are hotter than their surroundings. Presented in this paper is a method whereby 
reversible Peltier effect heat transfer is used to maintain this isothermality, making it 
suitable for surfaces that are either hotter or colder than the surroundings. The 
paper outlines the theory for the method and describes physical models that have 
been constructed, calibrated, and tested. The tested physical models were found 
capable of measuring heat fluxes with an absolute accuracy of 1 percent over a wide 
range of temperature (5-50°C) and heat flux (15-500 W/m2), while maintaining 
isothermality to within 0.03 K. A drawback of the method is that it appears to be 
suited only for measuring the heat flux from thick metallic plates. 

Introduction 
As noted by Goldstein and Chiang (1985), steady-state 

devices for measuring the heat flux from a surface can be 
classified into two types: the thermal resistance type and the 
calorimetric type.1 Both types have their limitations if the 
total surface, including both the measurement region and the 
region outside it (Fig. 1), is to remain isothermal. In the ther
mal resistance type, where measurement of a temperature 
drop gives an indication of the heat flux from Fourier's Law, 
some temperature difference is necessarily required, and this 
can prevent the desired degree of isothermality from being 
achieved. In the calorimetric type, where the heat flux is deter
mined from a heat balance, a measured quantity of Joulean 
heating can produce the desired isothermality. However, this 
Joulean heating is only capable of producing isothermality if 
the heat flow is out of the surface (i.e., if q in Fig. 1 is 
positive). If the heat flows into the surface (i.e., q is negative), 
Joulean heating can only augment the temperature nonuni-
formity; some form of cooling is clearly required. 

This paper describes a device in which the Peltier effect is 
used to provide the necessary energy transfer. Being reversi
ble, the Peltier effect can provide either heating or cooling. 
The paper outlines the theory of this device, gives a method of 
calibration, and describes a physical model that has been con
structed, calibrated, and validated. 

Description of the Method 

Thermoelectric Device. The thermoelectric device works 
on the principle, discovered by Peltier, that when a junction 
between two dissimilar materials experiences an electric cur
rent, heat is absorbed or liberated at the junction, the direc
tion of this "Peltier heat flow" depending on the nature of the 
dissimilar materials and the direction of the current. The 
Peltier heat flow is jointly proportional to the current and the 
absolute temperature of the junction. The constant of propor
tionality, called the Seebeck coefficient a, is a joint property 
of the two,dissimilar materials. Figure 2 shows a single device 
in which P- and N-type semiconductors have been used as the 
main dissimilar materials, since this choice maximizes the 
Peltier effect. Heat sinks A and B are metal plates, heat sink B 
having a thin split (at Q to insulate the two halves electrically 
(but not thermally) from each other. As shown, for example 
by Angrist (1976), its input-output relations are 

'Hollands (1973) has described a hybrid of the two types. 
Contributed by the Heat Transfer Division and presented at the 24th National 

AIChE/ASME Heat Transfer Conference, Pittsburgh, Pennsylvania, August 
9-12, 1987. Manuscript received by the Heat Transfer Division October 26, 
1987. Keywords: Instrumentation, Measurement Techniques. 

QA=aTAI+—Ref + (TB-TA)/R, (1) 

QB = ° T B I ~ \ Re? + iTB - TA )/R, (2) 

V=IRe-o(TB-TA) (3) 
where QA is the heat flow out of heat sink A and QB is the heat 
flow into heat sink B. TA and TB are the absolute 
temperatures of the heat sinks, a is the Seebeck coefficient for 
the pair of semiconductors. Re is the electrical resistance of 
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Fig. 1 Definition of regions for heat flux measurements 
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Fig. 2 Schematics of (a) a thermoelectric device, and (b) a thermoelec
tric module (TEM) 
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the two semiconductors in series, as seen from the external cir
cuit, and R, is the thermal resistance of the semiconductors in 
parallel. Equation (1) results from a heat balance on the heat 
sink A. The terms on the right-hand side may be interpreted as 
follows: oTAIis the net of the two Peltier heat flows produced 
at the junctions of the plate with the P-type and N-type 
semiconductors; the sum of the other terms equals the heat 
conducted into the heat sink from the two semiconductors. 
This conducted heat is determined by solving the one-
dimensional heat diffusion equation in the two semi
conductor regions, allowing for the internal generation of 
Joulean heating, and assuming constant properties. (Under 
these conditions, one half of the total Joulean heating ReP is 
conducted into heat sink A, and one half into heat sink B.) An 
explanation similar to that just given for equation (1) applies 
to equation (2). Equation (3), on the other hand, results from 
treating the device as a thermocouple having an internal 
resistance and experiencing a current flow. 

From these equations it is clear that provided a, Re, and R, 
are known, then once / and V have been measured, either QA 
or QB can be determined, regardless of their respective signs. 
Moreover, by adjusting /until Kis equal to IRe, the device can 
be made isothermal. Thus the device has the potential to be an 
isothermal heat flux meter, capable of measuring heat flows in 
either direction. 

Strictly equations (l)-(3) have only been shown to apply to a 
thermo-electric device in which the properties a, Re, and Rt 
are independent of temperature. If a varies with temperature 
then the Thompson effect should be considered. Shewen 
(1986) has shown that provided a is linear in T (which is 
generally close to the case) the Thompson effect is included in 
equations (l)-(3) if a is evaluated at the average temperature 
Ta = (TA + TB)/2. Since in operation the device is made near
ly isothermal, the assumption of temperature invariance 
would not appear to present any problems. However, in order 
to calibrate the device-a necessary step for finding a and 
R, - it will be necessary to cover a fair temperature range. This 
work will assume a linear temperature variation for a, i.e., 
that 

a=a0 + a1(Ta-T0) (4) 

Commercially purchased, these thermoelectric devices 
generally come in modules (called TEMs), containing say 30 
devices connected electrically in series and thermally in 
parallel, as in Fig. 2(b). Equations (l)-(3) apply to the module 
taken as a whole, provided a is interpreted as the sum of the 
CT'S of each of the devices, and Re and R, are interpreted as the 
corresponding properties of the module as a whole. 

Description of Meter. It is assumed that the surface whose 
heat flux is to be measured is a metallic plate (called here the 
main plate) sufficiently thick and heat conducting that one can 
machine into it a recess deep enough to receive both the TEM 
and an additional heat sink plate (called here the cap plate) 
without appreciably altering the main plate's isothermally (see 
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CAP PLATE 

where a0 and <r, are constants for the device, T0 is a reference 
temperature. 

( b ) 

Fig. 3 Schematic of a Peltier heat flux meter (PHFM) (a) with a single 
TEM, (b) with an array of TEMs (three are shown) 
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Fig. 3a). It will usually be necessary to make the cross section 
of the recess wider than the TEM, for several reasons, one of 
which is to allow for the placement of electrical wires. Also, 
the surfaces of the TEMs tend to be less smooth and isother
mal than would be desired. Thus the purpose of the cap plate 
is to fill in across the recess in such a way that, except for a 
very fine separation line (at P) between the cap plate and the 
main plate at the recess edge, the total plate presents an 
uninterrupted planar isothermal (or nearly isothermal) surface 
to the outside world. Temperature sensors should be placed on 
the cap plate and main plate to measure their respective 
temperatures Tp and Tc. 

If one is interested in obtaining the heat flow over a broader 
area than that of a cap plate placed over a single TEM, several 
TEMs can be connected electrically in series and thermally in 
parallel, each sharing the same larger cap plate, forming a 
TEM array (Fig. 3b). Again equations (l)-(4) apply to the ar
ray, provided proper interpretations are given to a, Re, and 
R,. 

Thermal Analysis. Figure 4 shows the thermal circuit for 
the thermoelectric heat flux meter shown in Fig. 3. Nodes at 
temperatures Tc and Tp refer to the cap plate and main plate, 
respectively, while those at TA and TB refer to the TEM's heat 
sink plates. Resistance Rg is the thermal resistance between the 
cap plate and the main plate in the region outside the TEM(s). 
Thus it includes radiation and conduction across the air filling 
this region, including the fine separation line at P between the 
two plates, and conduction across any items (screws, etc.) 
securing the cap plate in position. Resistance Rj is the thermal 
resistance between the TEM's heat sink plate and the cap 
plate, or between the TEM's other heat sink plates and the 
main plate, these two resistances being assumed equal. The 
dominant component in this latter resistance will probably lie 
in the electrical insulation, which must be placed between the 
TEMs and the plates, to prevent electrical short-circuting 
through the plates. The quantity to be determined is Q, the 
heat flux at the cap-plate surface. 

The thermal circuit may be subjected to an analysis, the 
primary purpose of which is to express Q as a function of the 
measured quantities Tp, Tc, I, and V, and the parameters a, 
Re, R„ Rg, and R,. The result is 

Q = (l + 2Ri/Rt)oTpI—~ Ref 

1 1 r 1 1 / 2Ri\l 1 

[^•+^-(1+^f)]v(K-ZR-) 

R„ 
+ VI+-zr- / ( V-lRe)-oR,QllI+ — ( VI2 + 2QpJ)Rj (5a) 

where 

Qp = oTpI-~ReP- lVJRe)/(l+R,aI) (5b) 

In addition one can show from the circuit that 

Ta = Tm + VIRj/2 

where Tm = (Tc + T )/2, so that, from equation (4) 

o = o0 + ol(Tm-T0) + °iRt VI (6) 

Also derivable from the circuit is the useful equation 

1 / 27? \ 
Tp-Tc=-—(l+ -£-!•) ( V-IRC) + 2oR,TmI+ aRj Vfi (7) 

Calibration. While the manufacturers often provide 
estimates (±10 percent) of the parameters a, R,, and Re, these 
values are not sufficiently accurate for our purposes. Thus all 
the parameters a, Re, R,, Rg, and i?,- must be obtained by 

Fig. 4 Thermal circuit of a PHFM 

measurement, preferably in situ. The electrical resistance Re 

can be measured as a function of Ta to a high accuracy using 
an AC Wheatstone bridge, in a situation where Q = 0, so that 
all nodes are nearly isothermal. (By using an a-c, rather than 
d-c, bridge, any slight contribution of the voltage V due to 
slight temperature variations is eliminated, as this voltage con
stitutes a d-c signal.) Having evaluated Re once and for all, the 
quantity V—IRe can be treated as equivalent to a directly 
measured quantity in any subsequent regression analysis. 

The remaining variables can be determined in a calibration 
process. In this process the heat flow Q is measured in
dependently by inserting a thin electrical heater immediately 
above the cap plate in Fig. 3, insulating it well at the top, and 
providing it with means for measuring its voltage and current. 
A wide three-dimensional matrix containing corresponding 
values of Q, I, and Tp is then covered, with the corresponding 
values of V, and Tp — Tc, as well as Q, I, and Tp, being 
measured at each setting. A multivariable regression analysis, 
having the form suggested by equations (5)-(7), will then yield 
values of the regression constants from which the parameters 
may be calculated. 

In practice we have found that because of the large number 
of variables and parameters in the equations, this procedure is 
cumbersome and sometimes predicts unrealistic values for the 
parameters. Part of the problem is that R,, Rg, and Rt are in 
fact temperature dependent, a factor ignored in equations 
(5)-(7). Including this dependence in the equations, however, 
would only compound their complexity. 

Much simplification can be achieved if it can be shown that 
the resistance i?, is small. Through the use of grease or con
ductive paste and by providing a modest compressive force in 
the interfaces, it should be possible to minimize one part of 
this resistance. Nonetheless, R, cannot be ignored without 
sound reasons. We suggest the following procedure for deter
mining its significance. A regression analysis is entered into, 
using as forms equations (5)-(7), in which certain of the terms 
containing R( are neglected, namely: 

1 
[Q-VI+-^-R.P 

= c, [ TpI] + c2 {TpI( Tm-T0))+c3l V-IRe (8) 

[Tp - Tc) = c4 { V-IRt )+c5{(V-IRe)Tm}+c6{ TJ) (9) 

The quantities in square brackets are treated as the indepen
dent variables of the regresssion, while those in curly brackets 
are treated as the dependent variables. Having thus obtained 
values of C[, . . . , c6, the values of the parameters are ob
tained by setting the multipliers in equations (8) and (9) equal 
to the corresponding terms in equations (5)-(7), as follows: 
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dropped. Finally one can perform a regression analysis using 
as forms equations (5) and (6), in which insignificant terms 
have been dropped. With these equations, and a measure of 
the cap-plate area (to be divided into Q to obtain q), the 
Peltier Heat Flux Meter (PHFM) is ready for use. A final 
item, however, remains. 

When making a measurement of Q, it is desirable to know 
the corresponding value of (Tp — Tc), for it determines the 
degree of isothermality of the surface. If I Tp — Tc I is ex
cessive, / must be adjusted until I Tp — Tc I is, indeed, within 
prescribed bounds. While Tp — Tc can be directly meaured by 
the thermocouples, a much more accurate estimate can be 
made by equations (6) and (7), once the parameters have been 
established. Thus a final regression analysis on equations (6) 
and (7) is desirable before PHFM is put to use. 

COPPER PAD 
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i 
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Fig. 5 Schematic of plate tested, detailing the PHFM 
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Fig. 6 Schematic of setup used for calibration, showing midsection of 
plates only 

c,=(l + 2R,/£/)<V> 
c1 = (l+2Ri/R,)al; 

c3=-^(i+i)(1+2^<): 

c4 = - — (1+2*,/*,); (10) 

' i 
(1+2/?,/*,); 

c6 = 2°0Ri 

These represent six equations in five unknowns (the equation 
for c5 is redundant), so the parameters a0, <JU R,, Rg, and i?, 
can be determined. 

Once the parameters have been so estimated, an order-of-
magnitude analysis of equations (5)-(7) can be carried out, 
from which it can be determined which terms may be safely 

Construction, Calibration, and Testing of a PHFM 

Construction. The ten PHFMs constructed and tested 
were part of two large aluminum main plates, which were 
designed for studies on natural convection heat transfer in an 
open cavity (Shewen, 1986). The objective was for the PHFMs 
to measure the heat flux, in the region along one of the long 
central axes of each main plate, for values up to 500 W/m2 

and with an accuracy of 1 percent, while maintaining an 
isothermality of ±0.1 K over a plate temperature range of 5 to 
50°C. Each 25 mm x 850 mm x 750 mm main plate was 
equipped with five PHFMs positioned at equal increments 
along the central axis, as shown in Fig. 5, with 10 mm spacings 
between recesses. Each PHFM contained nine TEMs posi
tioned in a 3 x 3 array. 

Figure 5 also shows a cross-sectional view of the recess of 
one PHFM. They each contained 31 Bi2Te3P/N couples and 
measured 31.75 mm square by 5.334 ± 0.025 mm thick (see 
Acknowledgments). The modules were positioned in a 1.0 mm 
deep indentation, machined into the recess, with a flatness 
tolerance of ±0.0025 at the indentation's bottom face. The 
140 mm square copper cap plate and the main plate were in 
this way made flush to within ± 0.025 mm. 

The thickness of 6 mm for the cap plate was decided upon 
based on a detailed thermal analysis of its temperature field 
under worst-case conditions (Shewen, 1986). These calcula
tions indicated that for a cap-plate thickness of 6 mm, its max
imum temperature variation should be less than ±0.01 K for a 
uniform heat flux at the cap surface. 

In securing the cap plates, emphasis was placed on minimiz
ing Rg and /?,-. Each cap plate was secured by ten 1.7-mm-dia 
stainless steel, threaded rods, which were epoxied to the cap 
plate, passed through holes in the main plate, and secured on 
the outside by a nut. A nylon insert prevented the rods from 
touching the plate, and a compression spring between the nut 
and the insert permitted a known compressive force of up to 
100 kPa to be applied to the modules by tightening the nuts. 
The surfaces between the TEMs and the plates were coated 
with vacuum grease before assembly. A 45 deg chamfer was 
machined on the edge of the cap plate to mimimize Rg. 

To measure Tp-T0, five copper-constantan thermocouples 
were embedded in small holes drilled in the cap-plate under
side (both in the TEM region and outside it) and connected to 
0.127 mm insulated thermocouple wires, which ran in slots 
along the cap-plate underside before being connected, in ther
mopile, to similar thermocouples similarly attached to the 
main plate. Each main plate was maintained at uniform 
temperature by circulating, at a high capacity, water from a 
constant temperature bath through copper tubes thermally 
connected to the rear surfaces of the plates and spaced at 30 
mm centers. Three copper-constant thermocouples were 
embedded in each plate, and these readings (which, under test 
conditions, were found to disagree by less than 0.07 K) were 
averaged to give Tp. 
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Calibration. First the electrical resistance Re for each 
PHFM was measured for values of Ta ranging from 5°C to 
50°C in 5°C steps, and the results fitted closely by 

Re=R*+Re\{Ta-T0)t (H) 

T0 was taken as 0°C. Typical values of R& and Rel were 2.3 Q 
and 0.014 Q/K. The overall uncertainty in predicting Re from 
equation (11) was estimated as 0.014 Q. 

Next thermofoil electrical heaters, 12.3 mm square by 0.15 
mm thick and having nominal resistance of 15 fi, were at
tached to each of the five cap plates on one main plate, a thin 
layer of vacuum grease being applied to each surface before 
assembly (see Fig. 6). A 51 mm slab of polyisocynurate foam 
insulation was then sandwiched tightly between the two main 
plates, pressing the thermofoil heaters firmly against the cap 
plates. The thermal resistance between the heater and the cap 
plate was estimated as 0.01 K/W, while that between the 
heater and the opposite main plate was estimated at 120 K/W. 
Thus essentially all of the electrical heating Qj went into the 
cap plate. However, to obtain Q, it was necessary first to cor
rect Qj for rear and side losses from the cap plate, which were 
estimated using an analytical steady heat conduction solution, 
taking into account the thermal conductivity of the foam in
sulation. To minimize these losses, the two main plates were 
kept at the same temperature, to within 0.1 K. The correction 
for rear and side losses never exceeded 0.015 W, whereas Qf 

was typically 1-5 W. 
Next, driven by a microcomputer, a calibration procedure 

stepped through a three-dimensional matrix in Q, I, and Tp 

covering the following values: 

0< Q < 5.5 W in intervals of 1.1 W 

0< 7 < 0.24 A in intervals of 0.04 A 

2< Tp < 52°C in intervals of 10°C 

All the variables (g , I, Tp, V, and (Tp - Tc)) were measured at 
each setting. Typically V varied from -0 .24 Kto 1.2 Fand 
(Tp - Tc) from - 2.5 K to 4 K. 

The first regression analysis on equations (8) and (9) (with 
T0 = 0°C) gave the following (rough) values for the 
parameters: a0 = 0.06 ± 0.1 V/K; a, = 1 .5x l0- 4 ±0.3 
V/K2; R, = 1.4 ± 0.2 K/W; i?, = 0.05 ± 0.005 K/W, mdRg 

= 10 K/W. The ± variance given after each of these values is 
an indication of the variation found between the various 
PHFMs, not of the uncertainty in any one value. An order of 
magnitude analysis on equations (5)-(7) indicated that the last 
three terms in equation (5a) are less than 0.2 percent of the 
first term and therefore can probably be safely ignored. The 
middle of the three terms is the largest, being at least an order 
of magnitude larger than the other two. It was decided to re
tain this term. The last term in equation (6) was found to be in
significant, as was the last term in equation (7). With these 
guidelines, a second regression of the following forms was 
entered into for each PHFM: 

[ r p - r c ] = (^ 0 -^ 1 ( r m - r 0 ) ) (K- /^ )+ J B 0 r m / (12) 

[Q-VI+— Rel2 + o0RiQpI\ = (C0 + C1(Tm-T0)){ T„I\ 

+ (D0+Dx(Tm-T0)+D2(Tm-T0)
2){V-IR) (13) 

The last term on the left-hand side of equation (13) was 
evaluated using equation 5(b) with the values of its parameters 
being given by the first regression analysis. Equation (13) 
allows for Rh Rt, and Rg to vary with temperature, as well as 
a. For the PHFMs at the plate edge, the term E0 [ Tc - Tr j was 
incorporated into the right-hand side of equation (13), Tr be
ing the temperature of the room in which the calibration was 

Table 1 Sample values of constants in equations (12) and 
(13) 

A0-

B0 = 

c0 = 
c,= 
D0-

D2-

« 2 = 

Eo-

= -14 .7 ± 0.05 K/V 

= (10.53±0.02)xl0" 3 A ' 1 

= 0.0643 ±0.0003 W/AK 

= (1 .97±0.01)x l0" 4 W/AK2 

= -80 .4±0 .5 W/V 

= 0.365 ±0.003 W/VK 

= ( - 5 . 3 6 ± 0 . 5 ) X l 0 " 4 W/VK 

= -(1.38 ±0.03) XlO" 3 W/VK2 

performed. A sample set of values and their standard errors is 
given in Table 1. 

An error analysis on determining Q from equation (13), tak
ing into account the standard errors in A0, A j , etc., as well as 
in the measured variables I, V, and Tp, indicated a constant 
error in the resultant heat flux q of ± 0.15 W/m2 . It also in
dicated that over the range 15 < q < 550 W/m2 , the (95 per
cent confidence) random errors in q should be less than 1 
percent. 

Validation. As a first step in testing the method, the two 
plates (denoted X and Y) were spaced at a constant spacing of 
10 mm and a temperature difference was established between 
them. The space between the plates was allowed to fill with at
mospheric air and insulated at the edges. The heat fluxes of all 
ten PHFMs were measured and those over each main plate 
were then averaged, giving qx and qy, respectively. The experi
ment was carried out in both the horizontal and vertical plate 
positions, and for various plate temperatures, giving in all 15 
independent measurements of qx and qy covering a heat flux 
range of - 7 0 < qx < 150 W/m2 and - 1 5 0 < qy < 75 
W/m2 . The resultant values of I qx I and I qy I were found to 
differ by no more than 1 percent over the full range. This test 
not only checked the internal consistency of the method but 
also established that the method can indeed measure heat flux 
in either direction, an item never actually tested in the calibra
tion procedure. 

In the second validation test, in which the thermal conduc
tivity of dry air at 303 K was measured and compared to the 
literature value, the plates were set at 296 K and 310 K, respec
tively, and the values of \qx\ and I qy I were measured and 
averaged, yielding q = (\qx\ + \qy\)/2. The experiment was 
repeated for three values of the spacing b between the plates, 
in each case with dry atmospheric pressure air filling the space 
between the plates. The hotter of the two horizontal plates was 
on the top, so no natural convection currents were expected, 
and this was confirmed when a plot of q versus \/b yielded a 
straight line with a regression coefficient of 0.99996. The ther
mal conductivity k of dry air, determined from the line's 
slope, gave a value for k of 0.0266 W/mK, which is within 0.5 
percent of the value reported by Hilsenrath et al. (1960). Dur
ing the measurement of each q, I Tp — Tc I, as determined by 
equation (12), was kept less than 0.03 K. 

Conclusions 

The Peltier heat flux meter described in this paper is a useful 
device for accurately measuring both positive and negative 
surface heat fluxes while maintaining a closely isothermal, 
smooth surface. The method requires that the surface in ques
tion be the surface of a thick metallic plate maintained at 
uniform temperature by some external means. The meters re
quire calibration, but this is straightforward provided the ther
mal resistance between the thermoelectric module's surface 
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and that of the plate is small. A method of determining the 
significance of this resistance has been outlined. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

On the Nondimensionalization of Constriction 
Resistance for Semi-infinite Heat Flux Tubes 

K. J. Negus,1 M. M. Yovanovich,2 and J. V. Beck3 

a 

Ac 

A, 
b 

h 
IRR 

U>) 

^ l ( - ) 

k 
q 
Q 

r 
Rc 

Tc 

T(z = 0) 

x,y, z 
7« 

5 

e 

= radius of circular contact; half-
width of square contact 

= contact area 
= cylinder cross-sectional area 
= radius of circular cylinder; 

half-width of square cylinder 
= polar second moment of area 
= radial second moment of area 
= Bessel function of first kind of 

order zero 
= Bessel function of first kind of 

order one 
= thermal conductivity 
= uniform heat flux on contact 
= total heat flow rate through 

contact 
= polar coordinate 
= constriction resistance 
= average temperature across 

contact 
= average temperature across top 

face of cylinder 
= Cartesian coordinates 
= positive real roots of Ji(y„) = 0 
= characteristic dimension of 

length 
= relative contact size 

{ = 4AjAt) 
ip = dimensionless thermal constric

tion resistance parameter 
( = k4XcRc) 

\j/„ = constriction parameter for a 
contact on a half-space 

Subscripts 
a, c, e - denote respectively a solution 

type as approximate, cor
related, or exact 

Superscripts 
c, s = denote respectively a circle or a 

square geometry 

Introduction 
The insulated semi-infinite cylinder with heat supplied 

uniformly through a coaxial contact area as shown in Fig. 1 is 
an important unit cell in the theory of contact resistance 
(Cooper et al., 1969). The three contact area/cylinder cross-
sectional configurations shown in Fig. 2 are of interest not on-

UNIFORM FLUX.q 

vn = o 
9 

-x,r 

t 

klL = MiL = CONSTANT 

AS z-*-<0 

Uniform heat flux on contact located centrally on a semi-infinite Fig. 1 
adiabatic cylinder 
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2b 
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Fig. 2 Contact 
consideration 

Ac = iro' A|=4b' 
6 = y?o/2b 

area/cylinder cross-sectional 
(c) 

configurations under 
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ly in contact resistance but also in electronic component cool
ing (Antonetti and Yovanovich, 1984) and storage of radioac
tive wastes (Schankula, 1985). Because of the similarities that 
will be demonstrated for these three important cases, estima
tion of the thermal resistance of other configurations is also 
possible. 

In the past, several investigators have examined the problem 
of the thermal constriction resistance of a circular contact area 
on an insulated semi-infinite, coaxial circular cylinder as 
shown by Figs. 1 and 2(a). Recently the case shown in Fig. 2(6) 
of a circular contact on a square cylinder has been investigated 
for a small relative contact size by Beck (1979) and for any 
contact size by Negus and Yovanovich (1984). By using a new 
approximate technique developed by Beck (1979) and Negus 
and Yovanovich (1985), as well as double-infinite series solu
tion to Laplace's equation in Cartesian coordinates (Mikic, 
1966), the case of a square contact area on a square cylinder as 
shown in Fig. 2(c) can also be solved. 

Previously the nondimensionalization technique employed 
for the results has varied with different configurations and 
researchers. However, the similarity of these three configura
tions in terms of their integrated parameter, the thermal con
striction resistance, will only be seen when nondimensionaliza
tion is made using a characteristic dimension that best 
describes these geometries. 

Nondimensionalization of Thermal Constriction Resistance 

The thermal constriction resistance Rc for a finite contact 
area on a semi-infinite insulated cylinder is commonly defined 
as 

e = 4AJAt (4) 

* , -
f c - f ( z = 0) 

(1) 

where Tc is the average temperature rise over the contact area, 
7X2 = 0) the average temperature rise of the cross section of 
the cylinder in the plane of the contact, and Q is the total heat 
flow rate across the contact area. 

If heat is supplied to the cylinder for a sufficiently long 
time, Rc will reach a steady-state value. Nondimensionaliza
tion of Rc can be made by introducing a dimensionless ther
mal constriction parameter \j/ defined as 

iP = k5Rc 

where k is the thermal conductivity of the cylinder and 5 is any 
characteristic dimension with the units of length. 

In the study of arbitrary single contacts on a half-space 
(Yovanovich et al., 1983, 1984), it was determined that for 
both steady-state and transient conditions, use of the square 
root of the contact area as the characteristic length gave 
similar results for many different geometries. Furthermore, 
Chow and Yovanovich (1982) have shown analytically that for 
single bodies or contacts in infinite or semi-infinite media, the 
constriction resistance Rc is inversely proportional to the 
square root of the contact area as a first approximation. 

Although the problem considered in this work is not one of 
a single contact on a half-space, it will be demonstrated that 
the square root of the contact area is the characteristic dimen
sion if the results for different cases are compared at a dimen
sionless contact size also based on the square root of the con
tact area. Thus the constriction parameter becomes 

(3) 

where Ac is the area of the contact through which a uniform 
heat flux is supplied. 

For a given geometric configuration the constriction 
parameter is then a function only of the relative contact size. 
To compare results of different cases, a dimensionless relative 
contact size e is defined as the square root of the ratio of con
tact area to cylinder cross-sectional area, or 

tf-W^*c 

where A, is the area of the cylinder cross section as shown in 
Fig. 2. 

Constriction Parameters 

Case 1: Circle on Circle. For a circular contact area with 
uniform heat flux on a circular, insulated, semi-infinite, coax
ial cylinder the constriction parameter is found analytically to 
be (Yovanovich, 1976a) 

4>r=-
J6_ g /?(7BQ 
« „=i 7^0(7,,) 

(5) 

where the superscript cc indicates circle on circle, the subscript 
e indicates an exact solution, J0(>) ar)d Ji(') are Bessel func
tions of the first kind of orders 0 and 1, and yn are the positive 
real roots of 7t (7„) = 0. 

Equation (5) is not valid for the limiting case of e = 0 where 
(Yovanovich, 1976b) 

^ ( e = 0) = 8/37r3 (6) 

From the work of Roess (1950), an approximate analytical 
expression for \pcc can be derived for a small relative contact 
size e to give 

i*f « 0.47890 - 0.62446e + 0.11239e3 (7) 

where the subscript a indicates an approximate analytical 
solution. 

Finally, a correlation to four decimal places for 0 < e < 0 . 9 
has been provided from the accurate optimized image results 
of Negus and Yovanovich (1984) giving 

^ = 0.47890 - 0.624986 + 0.11789e3 

- 0.000071e5 + 0.02582e7 (8) 

where the subscript c indicates a correlation of results. 

Case 2: Circle on Square. For a circular contact with 
uniform flux on a square insulated semi-infinite cylinder, an 
exact solution recently derived by Sadhal (1984) gives 

(2) Ve .rU?, 
J2(2«Vire) 

m-\ n — \ 

J2[2^e(m2 + n2)[ 

( « 2 + «2)3/2 (9) 

where e = ~JAC/At = -{ia/lb for the circle on a square. 
Although equation (9) is exact, the convergence of the 

double-infinite summation is extremely slow, especially for 
small e. At the limiting case of e = 0, a circular contact on a 
half-space, i/>£s(e = 0) = 8/37r3/2 as given in equation (6). 

For efficient calculation of the constriction parameter for 
the circle on a square configuration, a correlation for 
0<e<0 .8 exists from the accurate optimized image results of 
Negus and Yovanovich (1984). Note that e>Vr /2 = 0.886 is 
impossible for a circle on a square configuration. The correla
tion is 

W = 0.47890 - 0.62055e + 0.11593e3 + 0.006688e5 + 0.04015e7 

(10) 

Negus and Yovanovich (1985) have developed an approx
imate expression for an elliptical contact on a nominally rec
tangular flux tube. For the limiting case of a circle on a 
square, their expression reduces to 

i//f » 0.47890 - 0.62075e + 0.1144e3 (11) 

Although it is derived by the assumption of small contact 
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Table 1 Dimensionless constriction resistance parameters for 
each contact/cylinder configuration as a function of relative 
contact size 

VcC. . VcS *? 
t 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

(circle/circle) 

0.4789 
0.4165 
0.3548 
0.2946 
0.2365 
0.1813 
0.1301 
0.0840 
0.0447 
0.0147 

(circle/square) 

0.4789 
0.4170 
0.3557 
0.2959 
0.2382 
0.1836 
0.1333 
0.0887 
0.0524 

-

(square/square) 

0.4732 
0.4112 
0.3500 
0.2902 
0.2327 
0.1782 
0.1277 
0.0823 
0.0437 
0.0143 

size, equation (11) is found to be accurate to 0.5 percent for 
0<e<0.5. 

Case 3: Square on Square. For a square contact with 
uniform flux on a square insulated semi-infinite cylinder, an 
exact solution for the constriction parameter is (Mikic, 1966) 

2 r v-i sin2W7re 
*f = - r - u J— 

+4rit ™2f?™*?n (i2) 
TTV ^T, „"", m2nNm2 + n2 > 

As with the circle on square situation, the double-infinite 
summation in equation (12) converges quite slowly, especially 
for very small values of e. At the limiting value of e = 0, or a 
square contact on a half-space, the exact value of the constric
tion parameter is (Carslaw and Jaeger, 1959), 

* f ( e = 0) = - ^ [ l n [ l+V2]+- i - ( l -V2) ] (13) 

By using the methods of Beck (1979) and Negus and 
Yovanovich (1985), an approximate analytical expression for 
the constriction parameter for small e has been developed in 
this work as 

i//f « 0.47320 - 0.62075e + 0.1198e3 (14) 

This approximate expression is accurate to within 0.3 per
cent for 0<es0.5. 

Comparison of Constriction Parameters 

In Table 1 the values of the constriction resistance 
parameter, \jj^h4AcRc, for each contact area/cylinder con-
figuration are reported for relative contact sizes in the range 
0<e = Vv4c//4,<0.9. For the square/square results the exact 
solution given by equation (12) was used. The correlations 
from optimized image results (equations (8) and (10)) were 
used to generate the values for the circle/circle and cir
cle/square configurations. Comparison with exact solutions 
has shown these correlations to be accurate to the digits shown 
in Table 1. 

Overall the constriction resistance parameters reported in 
Table 1 are very similar for each configuration at a given 
relative contact size, despite the fact that the actual 
temperature distributions can be quite different. At the 
limiting case of 6 = 0, a contact on a half-space, the constric
tion parameter of a circular contact is 1.2 percent higher than 
that of a square. For a relative contact size of e = 0.5, the con
striction parameter for the circle/circle configuration differs 
from the circle/square by only 1.3 percent and the 
square/square by 1.7 percent. The circle/square and 
square/square results are 2.9 percent apart. Even at e = 0.8 
where the actual temperature distributions are extremely dif
ferent for the three different configurations, the maximum 

difference in their dimensionless constriction parameters is 
only 17 percent when the square root of contact area is chosen 
as the characteristic dimension. At the limiting case of 6 = 1, 
one-dimensional heat flow results, and thus the constriction 
resistance is zero. 

For contact areas on a square cylinder, the approximate 
analysis of Negus and Yovanovich (1985) allows for some in
teresting generalizations. The approximate expression for \j/ 
gives 

^ « ^ „ - 0.620756 + 1.4377 (2I°ZlI™.\i (]5) 

where yp = lc4~AcRc, e = \/Ac/At, Tp„ is the constriction 
parameter for the contact on a half-space, and I0 and IRR are 
second moments of area defined by Negus and Yovanovich 
(1985). 

Equation (15) shows that if relative contact size e is very 
small (e<<e3), the constriction parameter is given by the half-
space result modified linearly by the relative contact size. 
Physically this linear term in e represents the small perturba
tion to the temperature fields that is brought about by the 
placement of the adiabatic walls of the square cylinder in the 
vicinity of the contact area previously on a half-space. The 
next term in equation (15) is of order e3 and is a function of 
the contact shape. If e is very large (e>0.6) higher order terms 
in e are required that cannot be easily evaluated by the approx
imate method of Negus and Yovanovich (1985). Note however 
that the two-term approximation i/ = \l/„— 0.62075e is accurate 
for engineering purposes to an e of 0.3 where 
i/<(e = 0.3)/i/<a,=0.61 and the three-term version (equation 
(15)) is accurate to an e of 0.6 where }j/(e = 0.6)/\j/a, =0.27. 

Finally, simple observation of Table 1 leads to an engineer
ing approximation for all three cases given as 

iA«0.475-0.626 + 0.1363 (16) 

where the maximum error with respect to Table 1 is less than 2 
percent for 0< 6 < 0.5 and 4 percent for0<e<0.7. The success 
of this simple formula over a fairly wide range in e further 
reinforces the assertion made here that the optimum 
characteristic length dimension for problems of this type is the 
square root of the contact area. 

Conclusions 

From the observations made with three configurations of 
contact areas on insulated semi-infinite cylinders, nondimen-
sionalization of constriction resistance by the square root of 
the contact area produces strikingly similar results for all con
figurations at any given relative contact size. Although 
analytical justification is not presently available as with the 
contact on a half-space, it seems apparent from the results ob
tained that the opt imum characteristic length that describes 
conduction problems of this type is the square root of the con
tact area. 
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Similarity Solution for Non-Darcy Free Convection 
From a Nonisothermal Curved Surface in a Fluid-
Saturated Porous Medium 

A. Nakayama,1 H. Koyama,1 and F. Kuwahara1 

Nomenclature 
c = empirical constant associated with 

porous inertia 
/ = dimensionless stream function 
g = acceleration due to gravity 

Gr = modified Grashof number, see 
equation (12a) 

K = permeability 
m = exponent associated with body 

shape 
n = exponent associated with wall 

temperature 
Nux = local Nusselt number 

r = function representing body shape 
Rax = local Rayleigh number, see equa

tion (8b) 
T = temperature 

u, v = Darcian velocity components 
x, y = boundary layer coordinates 

z = vertical distance measured from the 
lower stagnation point 

a = equivalent thermal diffusivity 
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/3 = coefficient of thermal expansion 
•q = similarity variable, see equation 

(7c) 
8 = dimensionless temperature 
v = kinematic viscosity 
\j/ = stream function 

Subscripts 
e = boundary layer edge 
r = reference 
w = wall 

Introduction 
Considerable attention has been directed to heat and fluid 

flow within fluid-saturated porous media because of its impor
tance in geophysical and engineering applications such as 
geothermal energy conversion, thermal insulation of 
buildings, and packed-bed reactors. (Cheng, 1978). In most 
previous studies, either on free (e.g., Cheng and Minkowycz, 
1977; Merkin, 1979; Nakayama and Koyama, 1987) or com
bined (e.g., Cheng, 1977; Minkowycz et al., 1985; Nakayama 
and Koyama, 1987) convection, boundary layer treatments 
based on Darcy's law were employed. It is, however, well 
known that the non-Darcy flow situation prevails when the 
Reynolds number based on the pore diameter and 
characteristic velocity becomes large (Forchheimer, 1901; 
Bear, 1972). Fand et al. (1986) experimentally showed devia
tions from the Darcy law. Forchheimer (1901) proposed a 
velocity square term in addition to the Darcy term to account 
for the inertia effects on the pressure drop, as the fluid makes 
its way through the porous media. This pioneering work was 
followed by many proposals for mathematically describing 
non-Darcy flows (e.g., Ergun, 1952; Ward, 1969). 

An attempt to obtain a similarity solution for non-Darcian 
free convective flow over a vertical flat plate was first made by 
Plumb and Huenefeld (1981) using the model proposed by 
Ergun (1952). The same model was employed by Vasantha et 
al. (1986) for a vertical frustum of a cone and by Lai and 
Kulacki (1981) for a horizontal flat surface to investigate com
bined effects of the Darcy term and the inertia term. The 
limiting condition where the Darcy term is negligible, namely 
Forchheimer flow, was treated by Bejan and Poulikakos 
(1984) and Ingham (1986). So far, only a limited number of 
similarity solutions have been reported for simple flow 
configurations. 

In this study, we shall investigate non-Darcy free convective 
flows using the Ergun model. It will be shown that there exists 
a certain family of body shape geometries and corresponding 
wall temperature distributions, which permit similarity solu
tions. The effects of inertia and geometric shape on the veloci
ty and temperature fields are investigated and the correspond
ing heat transfer characteristics are discussed in detail. 

Governing Equations and Transformation 
Figure 1 depicts the physical model and its boundary layer 

coordinates (x, y). The coordinate z is the vertical distance 
measured from the lower stagnation point. The body under 
consideration is two dimensional and its geometry is described 
by r as a function of x (or z). The body surface may be 
nonisothermal, and its temperature Tw(x) exceeds the ambient 
temperature Te everywhere. Thus, there is an upward convec
tive fluid movement as a result of buoyancy force. 

The governing equations for non-Darcy free convective 
flow, namely, the continuity equation, the Forchheimer equa
tion with the Boussinesq approximation, and the energy equa
tion can be written by exploiting the usual boundary layer ap
proximations as 
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Similarity Solution for Non-Darcy Free Convection 
From a Nonisothermal Curved Surface in a Fluid-
Saturated Porous Medium 

A. Nakayama,1 H. Koyama,1 and F. Kuwahara1 

Nomenclature 
c = empirical constant associated with 

porous inertia 
/ = dimensionless stream function 
g = acceleration due to gravity 

Gr = modified Grashof number, see 
equation (12a) 

K = permeability 
m = exponent associated with body 

shape 
n = exponent associated with wall 

temperature 
Nux = local Nusselt number 

r = function representing body shape 
Rax = local Rayleigh number, see equa

tion (8b) 
T = temperature 

u, v = Darcian velocity components 
x, y = boundary layer coordinates 

z = vertical distance measured from the 
lower stagnation point 

a = equivalent thermal diffusivity 
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/3 = coefficient of thermal expansion 
•q = similarity variable, see equation 

(7c) 
8 = dimensionless temperature 
v = kinematic viscosity 
\j/ = stream function 

Subscripts 
e = boundary layer edge 
r = reference 
w = wall 

Introduction 
Considerable attention has been directed to heat and fluid 

flow within fluid-saturated porous media because of its impor
tance in geophysical and engineering applications such as 
geothermal energy conversion, thermal insulation of 
buildings, and packed-bed reactors. (Cheng, 1978). In most 
previous studies, either on free (e.g., Cheng and Minkowycz, 
1977; Merkin, 1979; Nakayama and Koyama, 1987) or com
bined (e.g., Cheng, 1977; Minkowycz et al., 1985; Nakayama 
and Koyama, 1987) convection, boundary layer treatments 
based on Darcy's law were employed. It is, however, well 
known that the non-Darcy flow situation prevails when the 
Reynolds number based on the pore diameter and 
characteristic velocity becomes large (Forchheimer, 1901; 
Bear, 1972). Fand et al. (1986) experimentally showed devia
tions from the Darcy law. Forchheimer (1901) proposed a 
velocity square term in addition to the Darcy term to account 
for the inertia effects on the pressure drop, as the fluid makes 
its way through the porous media. This pioneering work was 
followed by many proposals for mathematically describing 
non-Darcy flows (e.g., Ergun, 1952; Ward, 1969). 

An attempt to obtain a similarity solution for non-Darcian 
free convective flow over a vertical flat plate was first made by 
Plumb and Huenefeld (1981) using the model proposed by 
Ergun (1952). The same model was employed by Vasantha et 
al. (1986) for a vertical frustum of a cone and by Lai and 
Kulacki (1981) for a horizontal flat surface to investigate com
bined effects of the Darcy term and the inertia term. The 
limiting condition where the Darcy term is negligible, namely 
Forchheimer flow, was treated by Bejan and Poulikakos 
(1984) and Ingham (1986). So far, only a limited number of 
similarity solutions have been reported for simple flow 
configurations. 

In this study, we shall investigate non-Darcy free convective 
flows using the Ergun model. It will be shown that there exists 
a certain family of body shape geometries and corresponding 
wall temperature distributions, which permit similarity solu
tions. The effects of inertia and geometric shape on the veloci
ty and temperature fields are investigated and the correspond
ing heat transfer characteristics are discussed in detail. 

Governing Equations and Transformation 
Figure 1 depicts the physical model and its boundary layer 

coordinates (x, y). The coordinate z is the vertical distance 
measured from the lower stagnation point. The body under 
consideration is two dimensional and its geometry is described 
by r as a function of x (or z). The body surface may be 
nonisothermal, and its temperature Tw(x) exceeds the ambient 
temperature Te everywhere. Thus, there is an upward convec
tive fluid movement as a result of buoyancy force. 

The governing equations for non-Darcy free convective 
flow, namely, the continuity equation, the Forchheimer equa
tion with the Boussinesq approximation, and the energy equa
tion can be written by exploiting the usual boundary layer ap
proximations as 
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where the primes in the above expressions denote differentia
tion with respect to ij. The Darcian velocities are 

and 

Ral 

u- Ra^./ ' 

1 3 / 
—-(l + m + n)f+x~— 
2 dx 

(11a) 

e 
sPlane of symmetry & 

Fig. 1 Physical model and coordinate system 

bu dv 

where 

and 

+ -—(m + n~ l)mf' 

Gr = CKi/2(3ATwg 

(11*) 

K/v2 (12a) 

(126) 

u + -

dx 

cVK 

by 

JSAT 
(T-Te)gx 

dT dT b2T 
u—_ h v—— = a • dx 

where 

dy 

dr 

By2 

dx 

and the boundary conditions are 

y = 0: v = 0> T=Tw(x) 
y~co; u = 0, T=Te 

(1) 

(2) 

(3) 

(4) 

(5a, 6) 
(5c, d) 

n(x) = -

dlwc 

dlnAT, 

dlwc 
(12c) 

Eliminating 9 from equations (9a) and (96) yields 

/'" + 
1 +m + n 

- ff" - n(f' f + Gr [ 2 / ' / ' " + 2(/" )2 

+ (1 + m + n)ff'f" -(m + 2n)(f' )3 ] 

9/ ' = x(l + 2Gr/') (/' -L.-f» _ 1 ) (13) 

For Darcy flows (i.e., Gr = 0), equation (13) reduces to 

r+±^fr-n(f>)2^x(r^-r^L) 
Thus, similarity solutions are possible when both m and n are 
constants, namely, 

(14) 

The continuity equation (1) is satisfied by introducing the 
stream function \j/ such that 

gxocxm 

AT„<xX" 

(15a) 

(156) 

u = - dy 

Introducing the following transformations 

t = aRcLx
/2f(x,ri) 

T-Te = ATwd(x,r,) 

where 

and 

, = - ^ - R a | / 2 

X 

AT =T -

Ra ,= W » 
au 

into equations (2)-(6) yields 

and 

6" +4r 
2 

f'+Gr(f')2 

-(\+m + ri)fd'-nf'6 = x(f' 

T 
1 e 

SxX 

= 6 

The boundary conditions are given by 

V = 0- / = 0 , 

n-*°°: f =0, 
9=1 

0 = 0 

dx' 

(6a) 

(66) 

(7a) 

(76) 

(7c) 

(8a) 

(86) 

(9a) 

(96) 

(10a, 6) 

(10c, d) 

The preceding relation represents a certain class of possible 
similarity solutions for the Darcy flows. A more general 
similarity transformation has been reported by the authors 
(1987b). 

For the non-Darcy flows considered here, Gr(?^0) must also 
be a constant. Hence, m= -n, and 

gx<xxm (16a) 

ATwocX-m (166) 

Under these conditions, the partial differential equation (13) 
reduces to a readily integrated ordinary differential equation, 
namely, 

/ ' " + - y ff"+m(f' )2 + Gr [ 2 / 7 ' " + 2(f" )2 

+// ' /"+w(/ ' )3]=0 (17) 

The boundary conditions given by equations (10) become 

( l + 4 G r ) 1 / 2 - l 
^ = 0: /=0 , / ' = -

2Gr 
(18a, 6) 

TJ-OO: / ' = 0 (18c) 

Once the/distribution is found for a given set of values of Gr 
and m, the local Nusselt number can be evaluated from 

N u ^ = — _ _ — _ _ = _ d> (0)Ray
2 

&T„ dy y = 0 

= - /"(0)( l+4Gr) 1 / 2 Ra ; 
l / 2 R n l / 2 (19) 
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Fig. 2 Geometries that permit similarity solutions 

Geometries for Similarity Solutions 

The condition given by equations (16a) and (16b) must be 
satisfied for a similarity (exact) solution to exist. We shall seek 
the geometric shapes that permit similarity solutions. The 
geometric relations described by equations (16a) and (4) can be 
rewritten as 

gx/g = ~=(.x/xr)" (20a) 

and 

-=\X (\-(gx/g?)mdx (20b) 
J 0 

Equation (20a) indicates that the exponent m must be non-
negative for gx to be finite at x=0. The equation can be in
tegrated to give 

z/zr = (x/xrY
+m (21a) 

and 

(21b) 

(22a) 

where 

dr 

~dz~ 

or equivalently, 

Zr = xr/(l + m) 

= 0 (see Fig. 1) 
z=zr 

dr 
~~dx = 1 

x~xr 

(22b) 

With the aid of equations (21a) and (21b), equation (20b) may 
be integrated to yield 

1+m 

m 

2m 2i'+ 3 

-(l-(z/zr)
l+m) 2 ] 

J..U 

0,8 

0,6 

0.4 

0,2 

0 

_ 1 - ^ 

- lP" 

1 

(a) m = 0 

Gr = 0 

1 1 | ^ = ? = | 

1.0 

0,8 -

0,6 

0.1 — 

0.2 

-

-

-

1 " ^ > 

1 0 

1 

(b) m = 1/1 

Gr = 0 

1 1 l ^ ^ ^ ^ ^ r l 

(23) 

The foregoing expression is valid for 0<m<l/2. For exam
ple, 

m = l / 2 (ATw<xZ-m): r/zr=l-(l-(z/zr)
2n)3/1 (24a) 

w = l / 4 (ATw<xZ-U5): r/zr = -^ 5—(l 

1 2 3 1 5 6 

1 
Fig. 3 Velocity protiles: (a) m = 0, (ft) m = 1/4, (c) m = 1/2 

m=l/6 (ATwozZ-U7):r/zr=— - — ( 1 

_ (_L)2/7)3/2 + J 1 ( 1 _ (_L)2/7)5/2 
Zr 5 Zr 

_ ( ! _ (-1)2/7)7/2 (24c) 

-(irr*o-(i)") 
3 3 

2/5 \ 5/2 

Zr' 
(24b) 

The geometries given by equations (24) are shown in Fig. 2. 
As m decreases the body becomes flatter, and transforms itself 
into a vertical flat plate as w—0. 

Results and Discussion 

Figures 3(a), 3(b), and 3(c) show the dimensionless velocity 
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profiles for m = Q, 1/4, and 1/2, respectively. Three different 
profiles obtained at Gr = 0 (Darcy flow), 1, and 10, are 
presented for each geometric configuration. The temperature 
profiles are also plotted in Figs. 4(a) to 4(c) in a similar 
fashion. The results for a vertical flat plate (Figs. 3(a) and 
4(a)) are found to be in good agreement with those reported by 
Plumb and Huenefeld (1981) and Vasantha et al. (1986). As 
equation (186) indicates, the porous media inertial resistance 
tends to decrease the velocity and create a more uniform 
velocity field. As a result, the boundary layer thickens as Gr 
grows. It is also interesting to note that the dimensionless 
velocity and temperature profiles overlap each other in the 

0 0.1 0.2 0,3 0,4 0,5 

m 

Fig. 5 Heat transfer results 

region sufficiently away from the wall, since 
B = / ' + Gr(/')2 =f for small / ' . 

The parameter m associated with the body shape and its 
wall temperature variation has a pronounced effect on the gra
dients of the velocity and temperature profiles at the wall. As 
m increases from 0 to 1/2, the gradient at the wall, namely, 
- 0 ' ( O ) = - ( l + 4 Gr)1/2/"(0) becomes smaller, vanishes at 
m=l /2 , and becomes negative (i.e., heat transfer from the 
fluid to the heated wall) for m > 1/2. Since both 0(rj) and f'(n) 
must be nonnegative under the boundary layer treatment, only 
0^/7?^ 1/2 (i.e., heat transfer from the heated wall to the 
fluid) is of physical interest. Let us note that the porous 
medium near the wall is heated by conduction from the hot 
wall as well as by convection of the hot fluid. In fact, stream-
wise convection can be quite significant if the wall temperature 
decreases rapidly in the streamwise direction as is the case for 
large m. Such streamwise convection tends to create a more 
uniform temperature profile yielding a negative second 
derivative at the wall. (As m exceeds 1/2, the streamwise con
vection dominates the conduction from the wall. Thus, heat 
transfer takes place from the hot fluid to the wall.) 

Heat transfer results for Gr = 0, 1, and 10 are plotted in Fig. 
5, where the heat transfer function Nux/RaJ/2 is used as the 
ordinate variable, and the abscissa variable is chosen to be the 
exponent m associated with the wall geometry. As already seen 
from the temperature profiles in Figs. 4, additional flow 
resistance due to inertia thickens the boundary layer. Thus, 
the heat transfer rate for given Rax decreases with increasing 
Gr. All values of the heat transfer grouping Nu^/Ra^2 

monotonically decrease as the exponent m increases from 0 to 
1/2, since the wall temperature gradient -0'(O) has its max
imum at m = Q and vanishes at m= 1/2. 
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Geometric Mean Beam Lengths for the Space Between 
Two Coaxial Cylinders 

K. M. Andersen1 and S. Hadvig1 

Introduction 
Mean beam lengths are often a good tool in radiative heat 

transfer concerning gas bodies (Hottel and Sarofim, 1967). 
Geometric mean beam lengths are only valid for the optically 
thin limit. Analytical expressions are given for an infinite long 
gas body between two circular, coaxial cylinders. 

Presentation of Mathematical Expressions 
We first consider the general situation. Let F be some sur

face in space, P0 some point, and e some unit vector. It is 
supposed that F corresponds with a part E of the unit sphere 
K with center at Pot when projected onto K from the center. 
The geometric mean beam length from P0 to F with respect 
to the direction given by e is defined as the following surface 
integral (see Fig. 1): 

L„= - \P0P*e\do3 (1) 

Next we consider the situation in question, namely two infinite 
coaxial cylinders C, and Ce with radii r and R, respectively, r 
< R. The point P0 lies on one of the cylinders, the vector e 
is normal to the cylinder in the point P0 and directed toward 
the other cylinder, and the surface Fis that part of the cylinders 
that is "visible" from P„ (see Figs. 2, 3, and 4). 

If P0 lies on Ce (case I), the surface F consists of two con
nected parts, namely a part A of C, and a part B of Ce. If P0 
lies on C, (case II), the surface Fis a part of Ce. 

In order to calculate L0 in the two cases, a coordinate system 
XYZ is placed with starting point at P0, with the x axis on the 
generator through P0 and the z axis in the direction given 
by e. 
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Fig, 1 Definitions 

Fig. 2 Positions in question 

Case I. Choosing the angles /? and \j/ as shown in Fig. 3, 0 
< P < IT and 0 < 41 < 2ir, the two contributions to L0 from 
parts A and B can be expressed, respectively, as follows: 

LoM)= V - r > ) J> -/(*) 
sin /3 

R+ ( r 2 - (i?2-r2)tan2/3 shvty)1' d& # 

and 

L0(B)= -R 
1C 

sin /3 
• -/(*> 

1 + tan2/3 sin2^ dP 

(2) 

d\P 

(3) 
where Jty) is the function given by 

1 
f{ip) = arctan (J?2-/-2)1/2sin0 

Case II. Here E is a hemisphere with the equator in the XY 
plane. Choosing polar coordinates p and 8, where 6 is measured 
from the x axis, in this plane, L0 can be expressed as follows: 

*•= ;>-*>£[£ / • ( i -p 2 ) i / 2 

+ (R2 (1 - p2cos20) - rVsin20) dp dd (4) 

The reductions of the surface integral, equation (1), to the 
double integrals, equations (2), (3), and (4), are of a purely 
geometric nature. It turns out to be possible to evaluate these 
three double integrals in terms of elementary functions. The 
calculations—based on successive substitutions—are some
what tedious. The results are as follows: 
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Introduction 
Mean beam lengths are often a good tool in radiative heat 

transfer concerning gas bodies (Hottel and Sarofim, 1967). 
Geometric mean beam lengths are only valid for the optically 
thin limit. Analytical expressions are given for an infinite long 
gas body between two circular, coaxial cylinders. 

Presentation of Mathematical Expressions 
We first consider the general situation. Let F be some sur

face in space, P0 some point, and e some unit vector. It is 
supposed that F corresponds with a part E of the unit sphere 
K with center at Pot when projected onto K from the center. 
The geometric mean beam length from P0 to F with respect 
to the direction given by e is defined as the following surface 
integral (see Fig. 1): 

L„= - \P0P*e\do3 (1) 

Next we consider the situation in question, namely two infinite 
coaxial cylinders C, and Ce with radii r and R, respectively, r 
< R. The point P0 lies on one of the cylinders, the vector e 
is normal to the cylinder in the point P0 and directed toward 
the other cylinder, and the surface Fis that part of the cylinders 
that is "visible" from P„ (see Figs. 2, 3, and 4). 

If P0 lies on Ce (case I), the surface F consists of two con
nected parts, namely a part A of C, and a part B of Ce. If P0 
lies on C, (case II), the surface Fis a part of Ce. 

In order to calculate L0 in the two cases, a coordinate system 
XYZ is placed with starting point at P0, with the x axis on the 
generator through P0 and the z axis in the direction given 
by e. 
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Fig, 1 Definitions 

Fig. 2 Positions in question 

Case I. Choosing the angles /? and \j/ as shown in Fig. 3, 0 
< P < IT and 0 < 41 < 2ir, the two contributions to L0 from 
parts A and B can be expressed, respectively, as follows: 

LoM)= V - r > ) J> -/(*) 
sin /3 

R+ ( r 2 - (i?2-r2)tan2/3 shvty)1' d& # 

and 

L0(B)= -R 
1C 

sin /3 
• -/(*> 

1 + tan2/3 sin2^ dP 

(2) 

d\P 

(3) 
where Jty) is the function given by 

1 
f{ip) = arctan (J?2-/-2)1/2sin0 

Case II. Here E is a hemisphere with the equator in the XY 
plane. Choosing polar coordinates p and 8, where 6 is measured 
from the x axis, in this plane, L0 can be expressed as follows: 

*•= ;>-*>£[£ / • ( i -p 2 ) i / 2 

+ (R2 (1 - p2cos20) - rVsin20) dp dd (4) 

The reductions of the surface integral, equation (1), to the 
double integrals, equations (2), (3), and (4), are of a purely 
geometric nature. It turns out to be possible to evaluate these 
three double integrals in terms of elementary functions. The 
calculations—based on successive substitutions—are some
what tedious. The results are as follows: 
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Fig. 4 Case 

Case I (Fig. 3) 

L0(A)=±(R2-r2) 

2 + -
7T 

- ( i ? 2 - r 2 ) 1 / 2 - ^ . a r c t a n 
R 

(- (R2-r2)"2) 

L0(B)-
4 

(~r (R2-r2)i/2) ^•arctan ( - (R2-r2)i/2\ 

R 
(R2-r2)l/2 

hence 

L0 = L0(A)+L0(B) 

1 
(R2-r2) + -

R IT 

R 

(- (R2-^)1'2) i ? . a rc tan( - (R2-r2)l/2 

2_ r 2- \ l /2 (R2-r2) 

(5) 

(6) 

(7) 

Note that L0 - 2R as r — 0 (see Hottel and Sarofim, 1967). 
L0 - 0 as r - R2 

2A better limit for L0as r — Ris2(R - r). 

CASE KI-A + I-B) 

Fig. 5 Curves for Case I: The upper curve is equation (7a); the A and 
S curve from equations (5) and (6) in dimensionless form 

CASE I 

Fig. 6 Dimensionless curves for Cases I and If; the last is from equation 
(8a) 
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Case II (Fig. 4) 

= - (R2-r2) 
r 

2 
IT 

~R2 

— »a _ r 
J- (R2-r2)l/2)-(R2-r2)l/2 

Note that L0 — (4/-H-) R as r — 0 in accordance with Hadvig 
(1985). L0 — 0 as r — R.2 Introducing the ratio -q = r/R, the 
two formulae can be written in dimensionless form: 

Case I (A + B) 
L° i u 2 

= l-r/2+ -
/< w 

Case II 

arctan( - V1 ~ >)2) ~y V l - 1 / 2 (7«) 

^2 
J? 

1 
(8«) V l - i 2 + - arctan , 

V ^Jl-V
2 

Curves are given in Figs. 5 and 6. 
The well-known average mean beam length L0>0„ over all 

surfaces is 
L0„v = 2{R-r) (9) 

obtainable from 4 times the mean hydraulic radius. Equation 
(9) can be calculated by multiplying equations (7) and (8) by 
R and r, respectively, and adding the two new equations, giving 
the product (R + r) • L0i0V. 

We then get equation (9) valid for optically thin gas. 
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Evaporative Heat Sink 
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Nomenclature 
A 
A 

hh 
Pi 
Pv 
Q 

Q* 

Q 
V 

r 5 
5' 

V 

= 
= 
= 
= 
= 
= 

= 

= 
= 
= 
= 
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Hamaker constant 
A/(6 IT) 

heat of vaporization 
"effective pressure" in liquid 
pressure in vapor 
contact line heat sink per unit width 
of film 
dimensionless contact line heat sink 
per unit width of film 
contact line heat flux 
average velocity 
mass flow rate per unit width of film 
liquid film thickness 
slope of liquid-vapor interface 
kinematic viscosity 
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Introduction 
The van der Waals force per unit area associated with a 

spreading liquid film (zero contact angle system) of thickness 
5 on a horizontal substrate can be represented by A/(6 ir S3). 
In this equation, A is the Hamaker constant. The approxi
mations associated with this equation are discussed by Dzy-
aloshinskii et al. (1959), Israelachvili (1985), and Truong and 
Wayner (1987). This force acts to give a film of uniform thick
ness on a horizontal plate when the dielectric properties of the 
intervening medium (liquid) are intermediate between the two 
interacting media (taken to be the vapor and substrate). If the 
film thickness is not constant (as presented in Fig. 1) fluid 
flows from the thicker portion of the film to the thinner portion 
of the film. The main driving force for flow in very thin films 
can be the gradient in the van der Waals force. This phenom
enon was used by Wayner et al. (1976) to develop an equation 
for the interline heat transfer coefficient of an evaporating 
wetting film. Buried in this development is a dimensionless 
group that can enhance, when properly viewed, the under
standing of the evaporation process in the contact line region 
where the film thickness becomes vanishingly thin. This process 
is crucial in systems that rely on heat transfer in ultrathin films 
such as evaporating drops on solid surfaces and evaporating 
menisci in heat pipes. Herein, we discuss the significance and 
use of this dimensionless contact line heat sink number. 

Theoretical Background 
First, we summarize the pertinent aspects of the development 

presented by Wayner et al. (1976). The thin film portion of a 
steady-state evaporating film in the contact line region consists 
of evaporating and nonevaporating regions as shown in Fig. 
1. The film and substrate are at a temperature above the ref
erence saturation temperature set by condensation in a region 
not shown in the figure. If the film is sufficiently thin, it is 
kept from evaporating by the van der Waals force acting be
tween the solid and the liquid. For the spreading case, the 
liquid-solid interaction is stronger than the liquid-liquid in
teraction. In the limit, the film thickness can be of the order 
of a monolayer. If a section of the film is slightly tapered, 
portions of the film may be sufficiently thick to evaporate 
since the force of attraction between the solid and the surface 
molecules of the liquid decreases with an increase in liquid 
thickness. Fluid flows toward the thinner region as a result of 
the thickness gradient. Gradients in the temperature, com
position, or curvature can either enhance or impede the flow. 
For convenience and clarity, these additional effects are neg
lected in this development. In addition, as an example it is 
possible to focus herein on a plane in the film where the thick
ness is approximately 10~8 m so that a continuum approach 
is acceptable. 

For developed laminar flow in a slightly tapered thin liquid 
film, the mass flow rate per unit width of the film can be 
represented by 

Iv \dxj (1) 

NON-EVAPORATING 
ADSORBED FILM 

EVAPORATING 
THIN FILM 

/////// ' 

/ / / / / 9 V ///////" x 

SOLID 

Fig. 1 Generic contact line region with evaporation (not drawn to scale) 

Journal of Heat Transfer AUGUST 1989, Vol. 111/813 

Downloaded 16 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Case II (Fig. 4) 

= - (R2-r2) 
r 

2 
IT 

~R2 

— »a _ r 
J- (R2-r2)l/2)-(R2-r2)l/2 

Note that L0 — (4/-H-) R as r — 0 in accordance with Hadvig 
(1985). L0 — 0 as r — R.2 Introducing the ratio -q = r/R, the 
two formulae can be written in dimensionless form: 

Case I (A + B) 
L° i u 2 

= l-r/2+ -
/< w 

Case II 

arctan( - V1 ~ >)2) ~y V l - 1 / 2 (7«) 

^2 
J? 

1 
(8«) V l - i 2 + - arctan , 

V ^Jl-V
2 

Curves are given in Figs. 5 and 6. 
The well-known average mean beam length L0>0„ over all 

surfaces is 
L0„v = 2{R-r) (9) 

obtainable from 4 times the mean hydraulic radius. Equation 
(9) can be calculated by multiplying equations (7) and (8) by 
R and r, respectively, and adding the two new equations, giving 
the product (R + r) • L0i0V. 

We then get equation (9) valid for optically thin gas. 
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Introduction 
The van der Waals force per unit area associated with a 

spreading liquid film (zero contact angle system) of thickness 
5 on a horizontal substrate can be represented by A/(6 ir S3). 
In this equation, A is the Hamaker constant. The approxi
mations associated with this equation are discussed by Dzy-
aloshinskii et al. (1959), Israelachvili (1985), and Truong and 
Wayner (1987). This force acts to give a film of uniform thick
ness on a horizontal plate when the dielectric properties of the 
intervening medium (liquid) are intermediate between the two 
interacting media (taken to be the vapor and substrate). If the 
film thickness is not constant (as presented in Fig. 1) fluid 
flows from the thicker portion of the film to the thinner portion 
of the film. The main driving force for flow in very thin films 
can be the gradient in the van der Waals force. This phenom
enon was used by Wayner et al. (1976) to develop an equation 
for the interline heat transfer coefficient of an evaporating 
wetting film. Buried in this development is a dimensionless 
group that can enhance, when properly viewed, the under
standing of the evaporation process in the contact line region 
where the film thickness becomes vanishingly thin. This process 
is crucial in systems that rely on heat transfer in ultrathin films 
such as evaporating drops on solid surfaces and evaporating 
menisci in heat pipes. Herein, we discuss the significance and 
use of this dimensionless contact line heat sink number. 

Theoretical Background 
First, we summarize the pertinent aspects of the development 

presented by Wayner et al. (1976). The thin film portion of a 
steady-state evaporating film in the contact line region consists 
of evaporating and nonevaporating regions as shown in Fig. 
1. The film and substrate are at a temperature above the ref
erence saturation temperature set by condensation in a region 
not shown in the figure. If the film is sufficiently thin, it is 
kept from evaporating by the van der Waals force acting be
tween the solid and the liquid. For the spreading case, the 
liquid-solid interaction is stronger than the liquid-liquid in
teraction. In the limit, the film thickness can be of the order 
of a monolayer. If a section of the film is slightly tapered, 
portions of the film may be sufficiently thick to evaporate 
since the force of attraction between the solid and the surface 
molecules of the liquid decreases with an increase in liquid 
thickness. Fluid flows toward the thinner region as a result of 
the thickness gradient. Gradients in the temperature, com
position, or curvature can either enhance or impede the flow. 
For convenience and clarity, these additional effects are neg
lected in this development. In addition, as an example it is 
possible to focus herein on a plane in the film where the thick
ness is approximately 10~8 m so that a continuum approach 
is acceptable. 

For developed laminar flow in a slightly tapered thin liquid 
film, the mass flow rate per unit width of the film can be 
represented by 

Iv \dxj (1) 

NON-EVAPORATING 
ADSORBED FILM 

EVAPORATING 
THIN FILM 

/////// ' 

/ / / / / 9 V ///////" x 

SOLID 

Fig. 1 Generic contact line region with evaporation (not drawn to scale) 
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As a result of the van der Waals forces between the molecules, 
an "effective pressure" in the liquid can be represented by 

Table 1 Approximate numerical values from Wayner (1978) 

Pi = P„ + 
6 ns3 = Pu + <53 (2) 

Since there is almost a random inconsistency in the sign con
vention used in the literature for this equation, we re-emphasize 
that we are analyzing spreading systems with A < 0. This is 
opposite the sign convention used in Wayner et al. (1976) but 
consistent with the Hamaker constant convention. In addition, 
the force concept is viewed two ways in the literature: Derjaguin 
pioneered the disjoining pressure concept (see, e.g., Derjaguin 
et al., 1965); an insight into the body force approach can be 
obtained from Huh and Scriven (1971), Miller and Ruckenstein 
(1974), or Lopez et al. (1976). Combining these two equations 
gives the mass flow rate per unit width at a given location "x," 
T (x), in terms of the film geometry (thickness and thickness 
gradient) and a flow coefficient 

r = 
A 6" 

vb 
(3) 

In turn, the slope of the liquid-vapor interface is the dimen-
sionless mass flow rate in the liquid film due to van der Waals 
forces. Assuming that all the liquid that flows through a plane 
perpendicular to the substrate at a given location evaporates 
in the thinner portion of the film, a contact line heat sink can 
be defined as 

~ ^ T = - ^ (4) 

In this case the slope is a dimensionless contact line heat sink 

Q 
Q* = 5' = 

(*£) 
(5) 

Using r = - p V b in equation (3) leads to considerable 
insight: 

5' = (6) 

The slope equals the ratio of a representative shear stress in 
the flow field to the van der Waals force per unit area causing 
the flow. At equilibrium the slope is zero. Therefore, the slope 
represents a measure of the departure from equilibrium at a 
given thickness. Viewing the dimensionless contact line heat 
sink defined in equation (5)_in the same light, the product of 
5' and the parameter (hfg A/v 5) gives the contact line heat 
sink. 

Numerical Example 

There is an extensive literature concerning the calculation 
of the van der Waals force. A recent book by Israelachvili 
(1985) allows relatively easy entry into this literature. In Table 
1, we use the approximate values for the parameter (hfg A/v) 
presented by Wayner (1978). In the third column, 5 = 10"8 

m. (Unfortunately, the approximation for Teflon in this ref
erence was based on an incorrect source and is not used here.) 

For an angle of 1 deg, the slope is 0.017. Therefore, the 
contact line heat sink in the region 8 < 10"8 m for the octane-
gold system discussed above is Q = 4.5 x 10 - 3 W/m when 
the slope is 0.017 at this thickness. This value might appear 
small but we would not expect a much larger value for most 
systems operating within these assumptions since this analysis 
represents the ideal limiting case of a stationary contact line 
with a steady-state low evaporation rate. At higher fluxes, the 
contact line is known to oscillate and "boiling" in the thin 

System 

Pentane-gold (293 K) 
Octane-gold (293 K) 
Octane-quartz (293 K) 

hf„A 
- - ^ — (W) 

V 

5.3 X 10-9 

2.6 X 10-9 

0.42 X 10-9 

- ^ ( W / m ) 
V 0 

5.3 X 10- ' 
2.6 X 10- ' 
0.42 X 10- ' 

film is possible. In addition, a shear stress due to a composition 
gradient can enhance flow. The analysis illustrated above can 
also be used to approximate an upper limit to the heat flux in 
the region 8 < 10"8 m. Assuming a triangle as an approximate 
(albeit poor) shape for the curved film, the minimum possible 
area under the film per unit width is 5/5 ' . This is the solid 
substrate base of the triangle formed by the tangent to the 
curved meniscus shown in Fig. 1 and the vertical thickness 5 
at the point of contact of the tangent. Therefore the maximum 
possible evaporative flux in this example is estimated to be 

? = _ / ^ ) ( ^ = 8 x l 0 3 W / m 2 

\ v 5 / 5 
(7) 

A better estimate of the flux can be obtained, with more effort, 
using the more nearly exact profile given in Wayner et al. 
(1976). 

It is interesting to note in conclusion that in this ideal example 
it is possible to start with one of the four distinct forces of 
nature (the electromagnetic force between molecules as rep
resented by the Hamaker constant or by recently improved 
models) and derive a dimensionless number that represents the 
contact line heat sink of an evaporating pure thin film using 
simplified transport equations. The observed interfacial slope 
in the contact line region for a "spreading fluid" (zero contact 
angle system) is the dimensionless evaporation rate. A recent 
broad review of the details of the modeling of intermolecular 
forces that makes this possible is given by Israelachvili (1985). 
Experimental data in a recent thesis by Truong (1987) quali
tatively confirm that the liquid-vapor interfacial slope is a 
function of the evaporation rate. However, quantitative con
firmation of the above analysis has not yet been achieved 
because of the experimental difficulties associated with meas
urements in so small a region. At a much thicker location, the 
measured apparent contact was also found to be a function 
of the evaporation rate by Cook et al. (1981) and by Hirasawa 
and Hauptman (1986). 
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An Upper Bound for the Critical Boiling Heat Flux 

W. R. Gambill1 and J. H. Lienhard2 

c 
hfe 

J 
k 

m 
n 

P, Pc> Pr 

^/max 

ymax.max 

R 

-•sat 
T 
1 w 

AT 
Pg 
4> 

= mean molecular velocity 
= latent heat of vaporization 
= flux of molecules 
= Boltzmann constant (gas con

stant per molecular mass) 
= mass of a molecule 
= number density of molecules 
= pressure, critical pressure, 

reduced pressure 
= peak or "burnout" heat flux 
= pghfg\lRT/2-K (theoretical up

per bound for #max) 
= ideal gas constant on a unit 

mass basis 
= saturation temperature 
= wall temperature of a heating 

(or cooling) surface 
= T —T 

A w J sat = density of saturated vapor 
'/max' Vmax.max 

Introduction 
The great value of boiling and condensation in process heat 

transfer is that they yield the highest known heat transfer coef
ficients. People who have to transfer a great deal of energy 
rapidly, under fairly low driving temperature differences, 
usually turn to these processes. We therefore constantly face 
the question, "What is the upper limit on these heat 
fluxes—how far can they be driven?" 

Several investigators have taken particular pains to push the 
peak boiling heat flux qmax to its limits. For example, Gambill 

Development Staff Member, Chemical Technology Division, Oak Ridge Na
tional Laboratory, Oak Ridge, TN 37831. The Oak Ridge National Laboratory 
is operated for the U.S. Department of Energy by Martin Marietta Energy 
Systems, Inc. 

Professor, Heat Transfer/Phase Change Laboratory, Mechanical Engineer
ing and History Departments, University of Houston, Houston, TX 
77204-4792; Fellow ASME. 

Contributed by the Heat Transfer Division and presented at the 2nd 
ASME-JSME Thermal Engineering Joint Conference, Honolulu, Hawaii, 
March 1987. Manuscript received by the Heat Transfer Division October 27, 
1986. Keywords: Augmentation and Enhancement, Boiling, Phase-Change 
Phenomena. 

and Greene (1958) used inlet tangential-slot swirl-flow 
generators with water at pressures up to 7 MPa and at axial 
velocities up to 30 m/s. They obtained burnout heat fluxes as 
high as 172.8 MW/m2. When this study was later extended to 
swirl flows induced by internal twisted tapes, Gambill et al. 
(1961) obtained qmm up to 117.8 MW/m2 in water, and Gam
bill and Bundy (1963) obtained #max up to 28.4 MW/m2 in 
ethylene glycol. 

Ornatskii and Vinyarskii (1965) have observed qmm in water 
flowing axially in small (0.5 mm i.d.) tubes at speeds up to 90 
or 100 m/s, and attained a <7max of 224.5 MW/m2. 

Japanese investigators (see, e.g., Monde and Katto (1978) 
and Katto and Shimizu (1979)) have measured qm3X in a dif
ferent kind of system—a liquid jet impinging perpendicularly 
upon a heated disc. The set of experiments using water jets at 
atmospheric pressure yielded several values of qmax in excess 
of 10 MW/m2. Monde and Katto's highest value was 18.26 
MW/m2. (Katto and Shimizu also did experiments using 
Freon-113 jets and Freon-12 jets under a wide range of 
elevated pressures, but burnout heat fluxes in these cases were 
not extremely high.) 

The existing data strongly indicate that we should hold the 
hope of reaching far higher heat fluxes than we presently 
reach. Our present aim is to set a theoretical and/or practical 
limit on attainable heat fluxes, so we might henceforth aspire 
to reach that limit in practical design. 

The Upper Limit for the Limiting Heat Flux 
The highest heat flux that can conceivably be achieved in a 

phase-transition process—which we designate as qmaXi max 
—was given by Schrage (1953), who made reference to 
antecedents of the idea extending back into the 19th century. 
Tien and Lienhard (1976, 1979) independently made this 
calculation in a simple approximate way, in reference to boil
ing burnout, in 1970. They noted that, if one could contrive to 
collect every vapor molecule that leaves a liquid-vapor inter
face without permitting any vapor molecules to return to the 
liquid, then 

= (mJ)hfs (1) 

where m is the mass of a molecule and / is the flux of 
molecules in one direction. The kinetic theory gives J=nc/4, 
where n is the number density of vapor molecules and c is the 
average molecular speed. They took the vapor leaving the li
quid as_having roughly the average speed of a Maxwellian gas, 
c = V8i?r/7r. (This will be a reasonable approximation, even 
at pressures rather close to the critical pressure, because the 
average energy of molecules is little affected by the forces that 
give rise to nonideality in a gas.) The use of this c in the 
preceding equation gives 

/ = n^kT/2-wm 

We substitute equation (2) into (1) and obtain 

tfmax.max = PghS^RT/^ 

(2) 

(3) 

Schrage's more complete calculation took account of the 
distortion of the Maxwellian distribution when molecules are 
prevented from returning to the surface. He indicated that this 
would give rise to a hard-to-evaluate constant on the right side 
of equation (3), but that this constant would remain on the 
order of unity. Consequently the right side of equation (3) is 
not an exact upper bound, but rather a group that 
characterizes the upper limit correctly and gives its correct 
order of magnitude. 

The arguments underlying this result would apply equally 
well in reverse—for vapor molecules condensing on an inter-
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An Upper Bound for the Critical Boiling Heat Flux 

W. R. Gambill1 and J. H. Lienhard2 
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= mean molecular velocity 
= latent heat of vaporization 
= flux of molecules 
= Boltzmann constant (gas con

stant per molecular mass) 
= mass of a molecule 
= number density of molecules 
= pressure, critical pressure, 

reduced pressure 
= peak or "burnout" heat flux 
= pghfg\lRT/2-K (theoretical up

per bound for #max) 
= ideal gas constant on a unit 

mass basis 
= saturation temperature 
= wall temperature of a heating 

(or cooling) surface 
= T —T 

A w J sat = density of saturated vapor 
'/max' Vmax.max 

Introduction 
The great value of boiling and condensation in process heat 

transfer is that they yield the highest known heat transfer coef
ficients. People who have to transfer a great deal of energy 
rapidly, under fairly low driving temperature differences, 
usually turn to these processes. We therefore constantly face 
the question, "What is the upper limit on these heat 
fluxes—how far can they be driven?" 

Several investigators have taken particular pains to push the 
peak boiling heat flux qmax to its limits. For example, Gambill 

Development Staff Member, Chemical Technology Division, Oak Ridge Na
tional Laboratory, Oak Ridge, TN 37831. The Oak Ridge National Laboratory 
is operated for the U.S. Department of Energy by Martin Marietta Energy 
Systems, Inc. 

Professor, Heat Transfer/Phase Change Laboratory, Mechanical Engineer
ing and History Departments, University of Houston, Houston, TX 
77204-4792; Fellow ASME. 

Contributed by the Heat Transfer Division and presented at the 2nd 
ASME-JSME Thermal Engineering Joint Conference, Honolulu, Hawaii, 
March 1987. Manuscript received by the Heat Transfer Division October 27, 
1986. Keywords: Augmentation and Enhancement, Boiling, Phase-Change 
Phenomena. 

and Greene (1958) used inlet tangential-slot swirl-flow 
generators with water at pressures up to 7 MPa and at axial 
velocities up to 30 m/s. They obtained burnout heat fluxes as 
high as 172.8 MW/m2. When this study was later extended to 
swirl flows induced by internal twisted tapes, Gambill et al. 
(1961) obtained qmm up to 117.8 MW/m2 in water, and Gam
bill and Bundy (1963) obtained #max up to 28.4 MW/m2 in 
ethylene glycol. 

Ornatskii and Vinyarskii (1965) have observed qmm in water 
flowing axially in small (0.5 mm i.d.) tubes at speeds up to 90 
or 100 m/s, and attained a <7max of 224.5 MW/m2. 

Japanese investigators (see, e.g., Monde and Katto (1978) 
and Katto and Shimizu (1979)) have measured qm3X in a dif
ferent kind of system—a liquid jet impinging perpendicularly 
upon a heated disc. The set of experiments using water jets at 
atmospheric pressure yielded several values of qmax in excess 
of 10 MW/m2. Monde and Katto's highest value was 18.26 
MW/m2. (Katto and Shimizu also did experiments using 
Freon-113 jets and Freon-12 jets under a wide range of 
elevated pressures, but burnout heat fluxes in these cases were 
not extremely high.) 

The existing data strongly indicate that we should hold the 
hope of reaching far higher heat fluxes than we presently 
reach. Our present aim is to set a theoretical and/or practical 
limit on attainable heat fluxes, so we might henceforth aspire 
to reach that limit in practical design. 

The Upper Limit for the Limiting Heat Flux 
The highest heat flux that can conceivably be achieved in a 

phase-transition process—which we designate as qmaXi max 
—was given by Schrage (1953), who made reference to 
antecedents of the idea extending back into the 19th century. 
Tien and Lienhard (1976, 1979) independently made this 
calculation in a simple approximate way, in reference to boil
ing burnout, in 1970. They noted that, if one could contrive to 
collect every vapor molecule that leaves a liquid-vapor inter
face without permitting any vapor molecules to return to the 
liquid, then 

= (mJ)hfs (1) 

where m is the mass of a molecule and / is the flux of 
molecules in one direction. The kinetic theory gives J=nc/4, 
where n is the number density of vapor molecules and c is the 
average molecular speed. They took the vapor leaving the li
quid as_having roughly the average speed of a Maxwellian gas, 
c = V8i?r/7r. (This will be a reasonable approximation, even 
at pressures rather close to the critical pressure, because the 
average energy of molecules is little affected by the forces that 
give rise to nonideality in a gas.) The use of this c in the 
preceding equation gives 

/ = n^kT/2-wm 

We substitute equation (2) into (1) and obtain 

tfmax.max = PghS^RT/^ 

(2) 

(3) 

Schrage's more complete calculation took account of the 
distortion of the Maxwellian distribution when molecules are 
prevented from returning to the surface. He indicated that this 
would give rise to a hard-to-evaluate constant on the right side 
of equation (3), but that this constant would remain on the 
order of unity. Consequently the right side of equation (3) is 
not an exact upper bound, but rather a group that 
characterizes the upper limit correctly and gives its correct 
order of magnitude. 

The arguments underlying this result would apply equally 
well in reverse—for vapor molecules condensing on an inter-
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face. Thus equation (3) provides an approximate upper bound 
for either boiling or condensation. (In this connection we do 
not include an accommodation coefficent in equation (3) 
because the preponderance of evidence (see, e.g., Mills, 1965) 
suggests that molecular accommodation is imperfect only 
when an interface is impure, and our interest is restricted to 
the kind of rapidly renewed interfaces that one encounters in 
intense nucleate boiling or condensation.) 

Values of <7max,max are plotted against reduced pressure, 
p/pc, for some typical liquids in Fig. 1 to illustrate the 
astonishing heat fluxes that might seem to be attainable. 

There are several reasons that this limit will be unattainable 
in practice. The most serious restriction is that many vapor 
molecules will inevitably be returned to the interface by 
molecular collisions. We can only hope to slow the return flow 
of vapor molecules, not to eliminate it. 

Another problem lies in the premise that all the heat 
ultimately passes through a liquid-vapor interface. The 
problem in designing a process is to get the heat to flow 
through the liquid, up to an interface, and away from the in
terface on the vapor side. That is what the various in

vestigators reviewed in the preceding section contrived to do 
with the help of swirl inserts, jets, high subcooling, high 
velocities, elevated pressure, and so forth. If a given strategy 
permits some of the heat to find a less efficient path to the li
quid bulk, without involving phase change at a liquid-vapor 
interface, it will undoubtedly yield a lower heat flux. 

Comparison of the Upper Bound With Data 
Boiling Burnout. Table 1 and Fig. 2 display all of the 

highest experimental burnout heat fluxes we could locate, over 
a full range of pressures. We represent these data in the dimen-
sionless form suggested by equation (3), as a function of 
reduced pressure 

0B-
Pgh 'h •JRT/2-IT 

=f(Pr) (4) 

The data for the pressure range 0.004 <pr< 0.10 appear to 
be consistently bounded at <j> = 0.1. However, at higher 
pressures, the highest existing values of <j> fall off roughly as 
(pr)~

2. We see two possible reasons for this decrease: 
As q approaches <7max,max in any configuration in the lower 

pressure range, there will be a great deal of local boiling and of 
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Table 1 List of extreme values of qn 

No. Boiled liquid Pr =P/Pc 0 Source and configuration 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

water 
water 
water 
water 
water 
water 
water 
water 
ethylene glycol 
ethylene glycol 
ethylene glycol 
hydrazine 
ethanol 
Freon-12 
Freon-12 
Freon-12 
Freon-12 
Freon-12 
water/3 percent butanol 
ammonia 
hydrazine 
water 

0.0046 
0.0074 
0.0111 
0.0130 
0.0090 
0.0091 
0.0459 
0.1423 
0.2497 
0.0298 
0.0243 
0.4269 
0.7137 
0.146 
0.282 
0.430 
0.571 
0.678 
0.0965 
0.3056 
0.2791 
0.0047 

0.0815 
0.0955 
0.0809 
0.0813 
0.0840 
0.0978 
0.0907 
0.0625 
0.0128 
0.0863 
0.1033 
0.0060 
0.0054 
0.0087 
0.0025 
0.0015 
0.0010 
0.00095 
0.0961 
0.0058 
0.0084 
0.0916 

Monde (1978) 
Gambill (1958) 

" " 
" " 

(1961) 
" " 

Ornatskii (1965a) 
a a 

Gambill (1963) 
" " 
" " 

Hines (1959) 
Kutateladze (1965) 
Katto (1979) 

" " 
" " 
" " 
a a 

Ornatskii (1965b) 
Noel (1961b) 
Noel (1961a) 
Weatherhead (1955) 

jet impinging on a disk 
axial tube flow 

inlet generated swirl 

twisted tape generated swirl 

axial flow, uniform q 
axial flow, nonuniform q 

twisted-tape swirl 

axial tube flow 

jet impinging on a disk 

axial flow, nonuniform q 
axial tube flow 

crossflow over a cylinder 
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interfacial structure near the surface. Not much of the heat 
can flow straight into the liquid without passing through an in
terface. At the higher pressures, however, pghfg increases, so 
less vapor volume is generated at a given heat flux. It is very 
probable that more of the heat finds a less efficient, direct 
convection path, at higher pressures. 

Consider the Katto-Shimizu Freon data, for example. The 
Japanese visual observations (all made at low pressure), and 
observations of a cold-air-in-water analogy in support of Lien-
hard and Eichhorn's (1979) study of the jet-disk system, show 
that, at low pressure, burnout occurs at the outer edge of the 
disc. But even just before burnout, portions of the very thin 
sheet spreading over the disk are still intact at the outer edge of 
the disk. As the pressure increases and less vapor is generated, 
more and more of the sheet remains intact and more of the 
heat has to escape by direct conduction/convection through 
these portions. Thus, increased access to alternate flow paths 
is one reason that <f> drops off with increased pressure. 

The second reason becomes evident when we consider Fig. 
1, where we read #max,max values for water in excess of 20,000 
MW/m2 at high pressures. It would require a temperature 
drop of about 4700 K to drive one-tenth of this heat flux 
through a 1-mm thickness of pure silver. At higher pressures it 
therefore becomes impossible to supply a heater surface with 
these heat fluxes (at steady state) by any known means. Gam-
bill et al. (1960, 1961), for example, encountered the wall AT 
limit in a few of their early swirl-flow tests at q > 94 MW/m2. 
Using 304 stainless steel tubes with a 0.89 mm wall thickness at 
these flux levels, they suffered tube failures initiated by 
melting of the external wall. 

It is important to note that it was not the wall Ariimitation 
that caused the high-pressure Katto-Shimizu measurements to 
be so low. The wall AT limitation and the inefficient-path 
limitation are independent of one another, with the wall AT 
limitation arising when qm!a, max becomes very high. The Kat
to-Shimizu data become limited by an inefficient heat transfer 
path long before the wall AT limitation is reached. Increas
ingly inventive strategies for configuring the convective flow 
are needed to beat the inefficient-path limitation as pr is 
increased. 

Effusion-Limited Burnout. The first motivation for look
ing at <7max,max has been that of setting target levels for the heat 
transfer to which we may aspire in the design of boiling pro
cesses. From a practical standpoint, that limit appears to be 
about 0.1 <7max,max-

However, another very important use for the limit is im
mediately evident. If burnout consistently reaches one tenth of 
the limit, then burnout is occurring because molecular effu
sion fails to provide sufficient cooling. Molecular effusion is a 
hitherto unobserved burnout mechanism. 

A very recent study of burnout is subcooled boiling by 
Elkassabgi and Lienhard (1988) shows that, at very high levels 
of liquid subcooling, the pool boiling qmax for horizontal 
cylinders becomes independent of subcooling. With reference 
to a prepublication version of this note, they show that highly 
subcooled burnout occurs in each of four different fluids at 
0.01 #maXf max. That means that, even at fairly low heat fluxes, 
the breakdown in the boiling process occurs because molecular 
effusion fails to keep up with the heat supply. (We have subse
quently discovered the same kind of a breakdown—at higher 
heat fluxes—during subcooled flow boiling over cylinders.) 

Condensation. Condensation, like boiling, can occur in a 
"film" mode or a "nucleate" (more commonly called "drop-
wise") mode. Indeed, one can quite reasonably anticipate an 
approximate reflection of the boiling curve in the negative AT, 
negative heat transfer, portion of the boiling curve—a reflec-

(+) 

(-) 
Fig. 3 Boiling and condensation curves viewed as approximate reflec
tions of one another 

tion that could rightly be called a "condensation" curve2 (see 
Fig. 3). 

A possible objection to such an analogy is that either drop-
wise or film condensation can exist at a given low AT. 
However, it is known that the same thing is true in pool boil
ing. Experiments conducted in completely nonwetting liquids 
have revealed that film boiling can be established in what 
would normally be the nucleate boiling range of temperature 
differences (see, e.g., Winterton, 1983). Thus either the boil
ing or condensation portion of the curve can exhibit hysteresis 
in the film or nucleate modes (Witte and Lienhard, 1982). 

One would then look for a peak flux in condensation, 
analogous to that which occurs in boiling. Few investigators of 
dropwise condensation have pushed the heat flux to a max
imum. Stylianou and Rose (1983) recently reviewed the history 
of extreme values of dropwise condensation measurements. 
They also developed an apparatus in which they subjected 
ethanediol (ethylene glycol) vapor to walls that could be 
brought to temperatures more than 80 K below saturation, at 
subatmospheric pressures. Their excellent photographs show 
clear evidence of hydrodynamic transitions from dropwise to 
filmwise condensation at maximum heat fluxes that range 
from 0.56 to 0.97 MW/m2. 

None of these measurements were obtained with serious 
augmentation; yet they reach values of <f> that range from 0.09 
at the lowest pressure of 3800 Pa, down to 0.02 at the highest 
pressure of 35,600 Pa. The clear implication is that very-low-
pressure dropwise condensation also reaches the apparent 
practical limit of 0 = 0.1. Stylianou and Rose include some 
earlier data for aniline and nitrobenzene that they indicate are 
too crude to use quantitatively, but which verify these trends. 
(The aniline data range from <f> = 0.14 at low pressure down to 
0.01 at higher pressure.) They report extreme condensing heat 
flux values reported by Tanasawa and Utaka (1979) for water 
at one atmosphere that yield 0 values as high as 0.054. We in
clude the limiting ethanediol value in Fig. 2. 

Conclusions 
1 The upper bound for heat flux by phase change, <7max,max> 

is given approximately by equation (3). 
2 Boiling burnout can occur as the result of the failure of 

molecular effusion to keep up with a heat supply. 
3 The practical limit to heat transfer by phase change is one 

This view was suggested to the second author by Prof. J. T. Kimbrell, 
Washington State University, ca. 1963. 
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tenth of gmaxmax, at least at pressures less than about one tenth 
of the critical pressure. 

4 At higher pressures, <7max,max is s u c r l a large number that, 
for many liquids, we are not capable of supplying it. 

5 If means exist for supplying <7max,max a t higher pressures, 
it then becomes increasingly difficult to capitalize on the enor
mous magnitude of <7maXiinax because it is hard to design pro
cesses that prevent heat from finding non-phase-change flow 
paths. 

6 The present ideas appear to apply to the limiting heat flux 
in dropwise condensation as well as to qmaK in nucleate boiling. 
The few available observations of qmzx in dropwise condensa
tion appear to define the 0 = 0.1 limit, without serious 
augmentation, at low pressures. 
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A New Interpolation Formula for Forced-Convection 
Condensation on a Horizontal Surface 

J. W. Rose1 

Nomenclature 

/ kAT \ / pp. \ • 

V phfg J \pvixv/ phfl 

hjg = specific enthalpy of evaporation 
k = thermal conductivity of condensate 

Nu = local Nusselt number = qx/kAT 
Pr = Prandtl number of condensate 
q = heat flux 

Re = local "two-phase" Reynolds 
number = U^px/p 

£/„ = free-stream vapor velocity 
x = distance from leading edge of 

surface 
AT = temperature difference across con

densate film 
H = viscosity of condensate 

pv = viscosity of vapor 
p — density of condensate 

pv = density of vapor 

The problem of forced-convection condensation, with 
(saturated) vapor flow parallel to a horizontal isothermal 
plane surface, has been considered in detail by Koh (1962). 
Solutions were obtained on the basis of the uniform-property 
boundary-layer equations for both condensate and vapor. It 
was shown that the surface heat transfer coefficient was ex
pressible in terms of a relationship between four dimensionless 
parameters, thus 

N u R e - = 4 - ^ l , P r , (J*-)"*} (1) 
V-hfg 

or alternatively 

fie-"* = * j G , P r , ( - ^ ) ' / 2 l Nu 

where 
G = -

kAT 
-PvPv' 

( — ) 
K-Pvl^v/ 

(2) 

(3) 

However, in the range of practical interest, the Prandtl 
number dependence was weak, leading to 

Nu 
L P"fg yPvl^v/ J 

or NuRe-1/2 = *2fG, f-^-)1/2] 

(4) 

(5) 

Equations (4) and (5) relate to the case where the condensate 
film is treated on the basis of the Nusselt approximations, i.e., 
neglecting the inertia and convection terms in the conservation 
equations. The presence of (pp./pvpv)

V2 arises from the condi
tions of continuity of velocity and shear stress at the vapor-
liquid interface. The separate dependence on this parameter 
disappears in the limiting cases of zero and infinite condensa
tion rate. In the former case Cess (1960) had earlier shown that 

NuRe- 1 / 2=0.436G~ 1 / 3 (6) 

valid for G—0, while Shekriladze and Gomelauri (1966) had 
obtained, for infinite condensation rate, 
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tenth of gmaxmax, at least at pressures less than about one tenth 
of the critical pressure. 

4 At higher pressures, <7max,max is s u c r l a large number that, 
for many liquids, we are not capable of supplying it. 

5 If means exist for supplying <7max,max a t higher pressures, 
it then becomes increasingly difficult to capitalize on the enor
mous magnitude of <7maXiinax because it is hard to design pro
cesses that prevent heat from finding non-phase-change flow 
paths. 

6 The present ideas appear to apply to the limiting heat flux 
in dropwise condensation as well as to qmaK in nucleate boiling. 
The few available observations of qmzx in dropwise condensa
tion appear to define the 0 = 0.1 limit, without serious 
augmentation, at low pressures. 
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A New Interpolation Formula for Forced-Convection 
Condensation on a Horizontal Surface 

J. W. Rose1 

Nomenclature 

/ kAT \ / pp. \ • 

V phfg J \pvixv/ phfl 

hjg = specific enthalpy of evaporation 
k = thermal conductivity of condensate 

Nu = local Nusselt number = qx/kAT 
Pr = Prandtl number of condensate 
q = heat flux 

Re = local "two-phase" Reynolds 
number = U^px/p 

£/„ = free-stream vapor velocity 
x = distance from leading edge of 

surface 
AT = temperature difference across con

densate film 
H = viscosity of condensate 

pv = viscosity of vapor 
p — density of condensate 

pv = density of vapor 

The problem of forced-convection condensation, with 
(saturated) vapor flow parallel to a horizontal isothermal 
plane surface, has been considered in detail by Koh (1962). 
Solutions were obtained on the basis of the uniform-property 
boundary-layer equations for both condensate and vapor. It 
was shown that the surface heat transfer coefficient was ex
pressible in terms of a relationship between four dimensionless 
parameters, thus 

N u R e - = 4 - ^ l , P r , (J*-)"*} (1) 
V-hfg 

or alternatively 

fie-"* = * j G , P r , ( - ^ ) ' / 2 l Nu 

where 
G = -

kAT 
-PvPv' 

( — ) 
K-Pvl^v/ 

(2) 

(3) 

However, in the range of practical interest, the Prandtl 
number dependence was weak, leading to 

Nu 
L P"fg yPvl^v/ J 

or NuRe-1/2 = *2fG, f-^-)1/2] 

(4) 

(5) 

Equations (4) and (5) relate to the case where the condensate 
film is treated on the basis of the Nusselt approximations, i.e., 
neglecting the inertia and convection terms in the conservation 
equations. The presence of (pp./pvpv)

V2 arises from the condi
tions of continuity of velocity and shear stress at the vapor-
liquid interface. The separate dependence on this parameter 
disappears in the limiting cases of zero and infinite condensa
tion rate. In the former case Cess (1960) had earlier shown that 

NuRe- 1 / 2=0.436G~ 1 / 3 (6) 

valid for G—0, while Shekriladze and Gomelauri (1966) had 
obtained, for infinite condensation rate, 
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Fig. 1 Comparison of Shekriladze and Gomelauri (1966) solution, equa
tion (7), and equation of Fujii and Uehara (1972), equation (8), with low-Pr 
numerical solutions of Koh (1962) 

N u R e -
0.5 

.1/2 (7) 
{l + (kAT/nhfe) 

For the general case Fujii and Uehara (1972), on the basis of 
an approximate integral treatment of the vapor boundary 
layer, suggested 

N u R e - 1 / 2 = 0.45(1.2+G~1)1/3 (8) 

As may be seen, in the limiting case where G-*0, equation (8) 
is in quite good agreement with the "exact" solution of Cess 
(1960), given in equation (6). At high condensation rates 
however (G— oo) equation (8) gives 

Nu Re"1 / 2 =0.478 (9) 

which approximates the exact solution of Shekriladze and 
Gomelauri (1966), equation (7), only for small values of 
kAT/ixhfg. Careful inspection of the solution of Fujii and 
Uehara (1972) reveals that the liquid surface velocity was im
plicitly considered small in comparison with the vapor free-
stream velocity. In this case, and for the infinite condensation 
rate limit, one readily finds 

N u R V 1 / 2 = 0 . 5 (10) 

i.e., in quite close agreement with equation (9). 
As illustrated in Fig. 1, and anticipated in the light of the 

above discussion, equation (8) is generally in line with the 
numerical solutions of Koh (1962) for low kAT/\ihfi or low G, 
but approaches a constant value of NuRe~1/2 at high 
kAT/nhfg and G, where the Koh solutions fall with increasing 
values of these parameters. Equation (7), on the other hand, 

Fig. 2 Comparison of equation (11) with low-Pr numerical solutions of 
Koh (1962) 

behaves correctly at high kAT/)ihfg and G, but approaches a 
constant value of NuRe" 1/2 at low values of these parameters. 
For values of kAT/^hfg greater than about 0.1 the error in 
equation (8) becomes increasingly large, while for values of G 
less than about 5 equation (7) becomes increasingly inac
curate. 

A new formula is now proposed that has the correct 
behavior in the limiting cases, i.e., 

1.508 
NuRe" = 0.436 

1+-
kAT 

V-hte 

(11) 

For the case of zero condensation rate where kAT//xhj-g and G 
approach zero, equation (11) reduces to the "exact" result of 
Cess, equation (6). At high condensation rate, G—oo, equa
tion (11) virtually coincides with the analytical result of 
Shekriladze and Gomelauri (1966), equation (7). Figure 2 
compares equation (11) with the numerical solutions of Koh 
(1962). 
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